
        
            
                
            
        

    
 
	This Week
	News in Focus
	Books & Arts
	Opinion
	Work
	Research
	Amendments & Corrections

 






This Week

 
	Plastics pollution is surging — the planned UN treaty to curb it must be ambitious
	Metascience can improve science — but it must be useful to society, too
	Deaf scientists hit by drastic NIH cuts — the research community must support them
	How we’re rebuilding the Weizmann Institute — and our hopes for a better future

 






EDITORIAL
09 July 2025

Plastics pollution is surging — the planned UN treaty to curb it must be ambitious
 New research on nanoplastics pollution and ‘chemicals of concern’ underscores the need for a strong agreement when negotiations restart in Switzerland next month. 
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Plastics pollution is a growing environmental problem and has implications for human health.Credit: Ed Wray/Getty
Worldwide consumption of plastics is ballooning. More than half of the plastics ever made were created after 2000. On the current trajectory, annual global production is expected to double by 2050. With much of this plastic being single-use, and less than 10% of plastic waste currently being recycled, the output will continue to foul land and marine environments around the world.
This is the backdrop for the final round of negotiations on a United Nations treaty on plastics pollution, now less than a month away. Negotiators and observers from nations worldwide will gather in Geneva, Switzerland, from 5 to 14 August in the hope of agreeing a text that can make a meaningful difference.
So far, the talks have been repeatedly disrupted and delayed by nations with a vested interest in oil and plastics production, including Saudi Arabia, Iran, Russia and China. These countries, which call themselves the ‘like-minded group’, are insisting that the treaty should cover only the recycling and consumption of plastics, and oppose curbs on the production of both plastics and specific, named chemicals. As a growing mountain of research lays bare the scale of the plastics pollution problem, researchers, governments and civil society must counter these moves and ensure the agreement of an ambitious, robust treaty.
Two studies published this week in Nature should leave negotiators in no doubt about the urgency of the situation. One deals specifically with marine plastics pollution. So far, attention on this topic has been focused mainly on visible, macroscale pollution, exemplified by images of turtles trapped in plastic can holders and of discarded plastic waste washing up on island shores or accumulating in ocean gyres. Sophie ten Hietbrink at Utrecht University in the Netherlands and her colleagues focused instead on the less-studied problem of ‘nanoplastics’, which consist of particles measuring less than 1 micrometre in diameter. They used sophisticated mass-spectrometry techniques to measure the prevalence of these particles in the Atlantic Ocean (S. ten Hietbrink et al. Nature
643, 412–416; 2025).
The researchers found nanoplastics in all of the samples they collected, from coastal regions to the middle of the ocean, and at various depths. In just the uppermost layer of the temperate to subtropical North Atlantic, the team estimates that there could be 27 million tonnes of nanoplastics. This is in the same range as, or exceeds, some previous estimates of the amount of marine plastic waste present across the entire global ocean, the authors say.
In the second study, Laura Monclús at the Norwegian University of Science and Technology in Trondheim and her colleagues identified more than 16,000 individual chemicals found in plastics or involved, intentionally or otherwise, in their manufacture (L. Monclús et al. Nature
643, 349–355; 2025). Among these, they pinpointed more than 4,200 ‘chemicals of concern’ — those that do not naturally break down in the environment, for example, or that are toxic.
International treaties are difficult to pull together, and the process takes time. The emerging science underscores the need for a meaningful treaty text to include curbs on production and set ground rules for better regulation, even if this is likely to require extensive follow-up work once the text has been agreed. One positive is that many countries are on board with this. Although the previous round of negotiations in Busan, South Korea, ended inconclusively in December, a ‘high ambition coalition’ of more than 70 parties — including the European Union, Australia, Canada and the United Kingdom — have signed statements pushing for a treaty that includes measures to cut back and regulate the production of chemicals of concern. The United States was not a party to this coalition, but did initially support curbs on production. However, it rowed back on this position late last year in the final days of the administration of president Joe Biden. Its current position is unclear.
Independent action
Away from the UN treaty negotiations, groups of countries have been starting to act independently. The EU, for example, in 2019 adopted its single-use plastics directive, an EU-wide law designed to reduce the manufacture of single-use plastics. The directive sets a target for 90% of all plastic bottles to be collected for recycling by 2029, with an interim target of 77% this year. Also from this year, all drinks bottles made from the plastic polyethylene terephthalate, or PET, should incorporate at least 25% recycled material. Other places, including Canada and New South Wales in Australia, have introduced bans on certain single-use plastic items.
Such initiatives are to be welcomed, but negotiators heading for Geneva need to be bolder. Those advocating for a weaker agreement argue that cutting manufacturing and regulating chemicals of concern threatens jobs, and therefore livelihoods, especially of future generations. But this is a false choice. Finding alternatives to plastics will support the creation of new industries and jobs; and tomorrow’s generations also need a viable planet.
If no treaty can be agreed in Geneva, or a weak treaty emerges that doesn’t put meaningful caps on production or regulate chemicals of concern, some researchers have advocated for a plan B, with the countries of the high ambition coalition seeking a stronger agreement outside the UN process. No option should be off the table, but the immediate focus must be on winning arguments and minds, and achieving a strong treaty within the UN process. There is, after all, no planet B.
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Metascience can improve science — but it must be useful to society, too
 Researchers studying research must avoid the temptation to get too stuck in the academic weeds. 


  
Metascience includes investigations of peer review, reproducibility, impact and inequality in research. Credit: Getty
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On 2 July, a science initiative was born in a lecture hall in London. The Metascience Alliance is a coalition of more than 25 funders, academic groups, companies and other institutions that pursue metascience: the use of scientific methods to understand and improve science itself.
The alliance is starting now because the community has reached critical mass and achieved broader recognition. The Metascience 2025 Conference, at which the initiative was launched, was attended by more than 830 participants from around 65 countries. Organizers had to turn people away from the summit, which is one of the biggest of its type. But the alliance and the burgeoning field must now chart their direction with care. Metascience is coming of age at a time when research is experiencing phenomenal change: artificial intelligence (AI) is transforming science rapidly; research budgets are being squeezed in many places; and science is being politicized and attacked. Metascientists can help to tackle these issues by pursuing bold studies that aid science, but they should deploy their skills for the benefit of wider society, too.
Researchers have been studying science in university departments of science and technology studies and elsewhere for decades. By the 2010s, metascience was booming, in part because of growing awareness of problems with reproducibility and research integrity, which has led to calls for reform to how science is conducted, assessed and published. Metascience has essentially become a broad umbrella that includes investigations of peer review, reproducibility, research evaluation, research impact, open science and citation analysis. It also encompasses the analysis of career paths, funding and inequality and equity in science (S. Shapin Annu. Rev. Sociol.
21, 289–321; 1995). In the last year, the field has been “exploding”, says Tim Errington, senior director of research at the Center for Open Science, a non-profit group in Washington DC that is supporting the alliance.
AI in science was a big theme at last week’s meeting. Researchers are already using large language models — a form of generative AI — to speed up everything from allocating research funding to synthesizing evidence. Metascience studies can also help to document how AI is changing science, and help funders and policymakers to think strategically about which areas of research AI could have the biggest impact in.
Some policymakers are already interested in the field. Last year, the UK government launched a Metascience Unit, a first-of-its-kind team that is based in the Department of Science, Innovation and Technology and UK Research and Innovation, the country’s largest public research-funding agency. The unit funds and commissions studies that examine the country’s complicated research environment to work out how it can be improved.
However, some scientists who were at the London meeting are struggling to persuade senior leaders, worried about reputational damage to their organizations, to publish studies describing poor research practices. US research institutions are among those likely to be extremely cautious if they are scared about retribution from the country’s administration. Potential misuse of metascience poses a dilemma: how to communicate problems such as the difficulty of reproducibility in a way that it is not misused to undermine the foundations of science itself.
But trying to brush the problems in research under the carpet would be worse. Science is under intense scrutiny and that means it’s important for researchers to discuss any weaknesses in the system openly and to use rigorous methods and data to address them. Metascientists should also examine how trust in science has been eroded in some countries and how it can be rebuilt, including by demonstrating the value of public research funding for society. Moreover, they should help researchers to improve the ways they communicate uncertainty and the process of research. If researchers and science communicators know how to transparently discuss the ‘how’ as well as the ‘what’ of science, it could help them to respond to those who try to undermine science, for example, when people wrongly say that scientists cannot be trusted if they change their minds.
Ultimately, metascientists must guard against the risk of becoming overly focused on generating studies that are mainly of interest to other researchers and their institutions. Their work can and must serve wider societal needs. At the meeting, for example, there was at times more discussion about ways in which to improve research production — such as through faster peer review — than about how to ensure that research addresses important policy and societal problems. That balance needs to shift.
Errington says that the Metascience Alliance wants to identify and fill such gaps in the field and is looking for partners who can bring in fresh input — several sessions at the meeting were dedicated to generating ideas. Metascience is at an exciting stage during a dangerous moment for the world. Metascientists should heed the call of UK science minister Patrick Vallance to both challenge the scientific system and support citizen needs. We want metascientists to use their skills and talents to shape and improve research, but they must not stop there. They need to think equally about how to be useful to society. That is a serious responsibility, too.
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Deaf scientists hit by drastic NIH cuts — the research community must support them


 Severe blows to the ‘deaf-scientist pipeline’ must not mean abandoning its best practices. Here is how to support current and future students. 
 By 
 Wyatte C. Hall




I knew funding cuts would come to the ‘deaf-scientist pipeline’ — a constellation of five programmes that support deaf students from secondary school to postdoctoral research, all based in Rochester, New York. In April, however, I was still devastated by the flurry of formal terminations of the US National Institutes of Health (NIH) grants that support four of the programmes, amounting to 80% of the system’s collective funding.
As a Deaf scientist and the first postdoctoral product of the pipeline, these funding cuts cannot help but feel personal.
‘Deaf people cannot read or graduate from secondary school’, ‘deaf people are not prepared to function in a hearing world’ and ‘deaf people cannot lead research about deaf people’ are just a few of the negative messages we are often told by society. The deaf-scientist pipeline was different in its positive uplifting of deaf people to become researchers. These huge reductions, by contrast, are yet again a clear societal message of a belief that deaf people are not welcome, in science or anywhere.
The pipeline has grown for more than a decade and consists of partnerships between the University of Rochester Medical Center, the National Technical Institute for the Deaf and the Rochester School for the Deaf. Deaf students rarely get to easily access, much less thrive in, science, technology, engineering and mathematics (STEM) education environments. The pipeline’s programmes provide them with mentorship, specialized training and support for navigating and overcoming systemic barriers.
Pipeline graduates have become teachers and researchers. They make meaningful innovations in their fields. They also give back to the pipeline: a postdoctoral fellow giving STEM lectures to deaf secondary-school students; a faculty member mentoring deaf graduate students; and principal investigators leading programmes in the pipeline. Some of these examples are me. And my own research grant focusing on language tracking and outcomes for deaf children has now been terminated.
Unfortunately, funding for these training programmes is unlikely to be restored soon. This is a generational setback for the deaf academic community, not just here in the United States, but globally. Deaf people, however, will not disappear from STEM environments, and the lessons learnt from these programmes needn’t be lost. There are several steps that academic institutions can take to support deaf students, who will persevere even without the pipeline.
The first one is to recognize and help to manage the ‘deaf tax’. Many education and science institutions are not designed with deaf people in mind. Navigating administrative systems requires a lot of extra time, energy and labour for deaf people. On top of learning how to be a scientist, they might need to educate others about their access needs or train an interpreter in their science content. People who work with deaf students can help by educating themselves, creating more-accessible systems and proactively taking on some of these tasks themselves.
It’s also important to foster connections for deaf students — without waiting for them to ask. Provide networking opportunities with peers and mentors and for career development. Do not assume that deaf trainees have easy access to the same chances that other students might. Networking is already intimidating; adding language and communication barriers and interpreters can make it downright scary.
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How we’re rebuilding the Weizmann Institute — and our hopes for a better future


 Scientific research is at the heart of Israel’s success and has worldwide benefits. Our work will continue despite adversity. 
 By 
 Alon Chen




A little before 3 a.m. on 15 June, two Iranian missiles hit the Weizmann Institute of Science in Rehovot, Israel. We consider this a direct targeting of Israeli science and the global enterprise of science that benefits humanity.
Although, thankfully, there were no human casualties on campus, more than 50 Weizmann research laboratories, led by world-class scientists doing cutting-edge science, were destroyed either by direct hits or shock waves. The strikes came close to the homes of many scientists and students who live on campus.
News changes quickly in this part of the world, but as I write these words, I can express gratitude for the ceasefire and hope that it is adhered to.
Let me be clear: our institute shares values with many Iranians, including those Iranian scientists living outside Iran with whom we collaborate on live-saving and life-sustaining research. I look forward to the day when Israeli scientists can freely collaborate with scientists in Iran and do good for the region and for humanity. I wish the same for scientists in Gaza and throughout the Middle East.
This blow comes after 20 months of war in Gaza and southern Lebanon, following the attacks of 7 October 2023 on Israel by Hamas. We continue to grieve the loss of life on both sides. We remain deeply distressed by the ongoing war in Gaza, the hostage crisis and the Palestinian humanitarian crisis.
Over the course of history and the many wars in our region, science has endured. We at Weizmann are facing challenges head-on and continuing in our mission as we always have: by advancing science that protects and sustains life, and doing so through international collaboration with colleagues regardless of their identity or nationality.
The value of science
Science can take on issues that know no geographical borders. At Weizmann alone, life scientists’ discoveries have led to medications for cancer, multiple sclerosis and other autoimmune diseases, as well as diagnostic methods such as amniocentesis: a prenatal test to check for genetic or chromosomal conditions in a fetus. Our microbiologists are engaged in solving the urgent problem of antibiotic resistance. And our plant scientists have found ways to engineer crops for improved nutrition and resilience to pests. Other breakthroughs are happening at other Israeli institutions every day, with positive effects worldwide.
Despite Israel’s small geographical size and population, the nation has achieved great success in science and technology as a result of its winning combination of academic freedom, curiosity and scientific literacy.
Even as Weizmann recovers from the most difficult moment in its history, I feel strongly that we can be on the starting line of a new era for the region — one in which borders open up and Weizmann and other Israeli institutions can engage with colleagues throughout the Middle East. Our desire is to establish more partnerships with more countries in Middle East and Gulf states, as we did in 2020, when we established a formal collaboration with Mohamed bin Zayed University of Artificial Intelligence in Abu Dhabi, United Arab Emirates.
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Turmoil at US science academy as Trump cuts force layoffs
 Efforts by leaders of the US national academies to adjust to the new political reality have spurred member concerns about capitulation and censorship. 
 By 
 Jeff Tollefson & 
 Dan Garisto





The headquarters of the National Academy of Sciences in Washington DC.Credit: Radharc Images/Alamy
One of the most influential scientific societies in the United States is in turmoil. Budget cuts by the administration of President Donald Trump have forced the US National Academies of Science, Engineering and Medicine (NASEM) into a wholesale reorganization. At the same time, many members are arguing that academy leaders have gone too far to accommodate the Trump administration — and done too little to defend science.
Since Trump took office in January, his administration has cancelled or suspended tens of millions of dollars’ worth of contracts for advisory reports crafted by academy members and other scientists for sponsors including the US government. Meanwhile, the pipeline of contracts for future reports has largely dried up. These realities have already pushed the academies’ operations and publication branch, the National Research Council (NRC), to pare 50–100 people from its roughly 1,200-person staff, and hundreds more are expected to be laid off.
NASEM members who spoke to Nature acknowledge the challenges facing leaders trying to preserve the institution, but some have accused the NASEM leadership of a lack of transparency, silence in the face of historic attacks on science and even censorship. In the latest example, critics cite internal guidance issued in March suggesting that the NRC will no longer permit research assessments “on topics explicitly related” to diversity, equity, inclusion and accessibility — principles disfavoured by the Trump administration.
The upheaval has spurred talk of a no-confidence vote in Marcia McNutt, president of the National Academy of Sciences and chair of the NRC. “What’s the point in preserving the NRC as an organization if it loses its scientific integrity?” asks Charles Manski, an academy member and an economist at Northwestern University in Evanston, Illinois.
In an interview with Nature, McNutt sympathized with her critics’ views, but said she is confronted with a “Faustian dilemma” in which challenging the administration, as many members advocate, could bring about the end of the organization, which depends on federal contracts for its existence. “What we are hoping is that sanity will prevail again some time in the future,” she says. “If it does, I’m not sure I want to be in the position where I have put the academy out of business.” 
The White House did not respond to a request for comment.
Mission imperilled
Every year, the NRC releases about 200 reports on topics ranging from the best pavement materials to the future of high-energy particle physics. These are authored by specialists including NASEM members, who are elected for their contributions to the sciences. US federal agencies, such as the National Science Foundation (NSF), commission many NRC studies, which policymakers regard as gold-standard advice. Last year, contracts with federal agencies supplied 59% of the NRC’s roughly $360-million budget.
Last month, the organization announced a plan to consolidate internal divisions and reduce the number of NRC advisory boards, which guide study projects. McNutt says the current expectation is a 15% reduction in budget and staff by the end of August and a 30% reduction by the end of the year.
Most academy members — as well as NRC staff members, who are in danger of being laid off — have been cut out of the process, says Elissa Newport, an academy member and neuroscientist at Georgetown University in Washington DC.

National Academy of Sciences president Marcia McNutt has drawn criticism from academy members for her response to the Trump administration’s attacks on science.Credit: Yichuan Cao/Sipa USA/Alamy Stock Photo
On 18 June, Newport sent an e-mail signed by more than a dozen academy members to McNutt and the NRC leadership, calling on them to consult with employees, board members and rank-and-file members about the reorganization. McNutt’s response — that leadership has consulted some members and does not have time to seek broader input — failed to satisfy. “They feel that the timeline requires an urgent process that must be kept confidential, and we strongly disagree with that,” Newport says.
Silenced science
On his first day in office, Trump banned federal programmes and contracts about diversity, equity, inclusion and accessibility (DEIA). Within a month, biomedical news outlet STAT reported that the academies were removing terms such as ‘health equity’ from reports to placate the administration.
On 7 March, NASEM acknowledged these concerns in internal guidance documents summarizing institutional policies. One controversial provision clarified that although foreign assistance and climate change remained acceptable topics, despite being on the Trump team’s chopping block, anything explicitly related to DEIA would be prohibited. “It does not matter if the potential sponsor is federal or private,” the document states.
“That would be censorship, and that would be the NRC selling its soul,” Manski says. The academy’s critics argue that Trump’s ban focuses on progammes that actively promote diversity and does not prevent the NRC from doing research on equity.
McNutt concedes the point about censorship, but argues that a new DEI study would probably be the NRC’s last. “I’m completely sympathetic to [critics’] views” about censorship, she says, but “that is exactly what is being imposed on us.”
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First independent survey of deaths in Gaza reports more than 80,000 fatalities
 Results align with other efforts to count the number of people killed amid the ongoing conflict. 
 By 
 Rachel Fieldhouse





It has been difficult to gather reliable estimates of deaths during the war in Gaza.Credit: Abdalhkem Abu Riash/Anadolu via Getty
Almost 84,000 people died in Gaza between October 2023 and early January 2025 as a result of the Hamas–Israel war, estimates the first independent survey of deaths. More than half of the people killed were women aged 18–64, children or people over 65, reports the study, which was posted on the preprint server medRxiv last week1. It has not been peer reviewed.
Since the start of the war, the Palestinian Ministry of Health — Gaza has been the main institution counting mortality in the region: it regularly publishes detailed lists of people who have died. The most recent count, on 25 June, reported 56,200 deaths. But some people have questioned the reliability of the ministry’s figures — and studies based on them — particularly as the conflict has progressed and medical centres, which the ministry relies on for its mortality data, have come under attack.
The latest figures do not rely on ministry data but could contain uncertainties given the challenges of counting fatalities in a conflict zone. But the numbers are similar to those reported by another research group, who used a different counting method, earlier this year, says Patrick Ball, a statistician and director of research at the non-profit Human Rights Data Analysis Group in San Francisco, California. That increases Ball’s confidence in the latest work.
Independent survey
To conduct an independent survey of fatalities, researchers worked with the non-profit Palestinian Center for Policy and Survey Research, based in Ramallah, to survey randomly selected households representative of the population across the Gaza Strip. This included people living in makeshift shelters and tents. The survey team was not able to enter Northern Gaza, Gaza City or Rafah, owing to active conflict and evacuation orders, but many people living in those areas have fled to the surveyed areas.
Over a week, starting on 30 December 2024, pairs of surveyors visited 2,000 households and interviewed adults. Respondents, who were granted anonymity, were asked to list how many individuals were in their household on 6 October 2023 and children who had been born since then, and then to report the fate of all household members since then as alive, dead or missing. For those who had died, respondents were asked to clarify whether they had died of violent or non-violent causes.
“The strength of this comes from the fieldwork,” says Ball, who found it extraordinary that the team was able to do such a detailed survey amid the conflict.
Violent and non-violent deaths
The researchers estimate that in the 15 months up to 5 January, there were around 75,200 violent deaths in Gaza. Another 8,540 people died of non-violent causes as a result of the war.
But there could have been more non-violent deaths since the survey was conducted, says study co-author Michael Spagat, an economics researcher at Royal Holloway, University of London, in Egham. The health status of Palestinians and their access to health care was good before the war, but that has probably changed as the conflict has dragged on, says co-author Debarati Guha-Sapir, an epidemiologist who specializes in civil conflicts at the University of Louvain in Louvain-la-Neuve, Belgium, and is based in Brussels.
Six months have passed since the survey was conducted, but that doesn’t diminish its relevance, says Laith Jamal Abu-Raddad, an infectious-disease epidemiologist at Weill Cornell Medicine-Qatar in Doha. “On the contrary, it remains timely, as the crisis persists — and has arguably intensified over the past three months.”
A two-month ceasefire between Hamas and Israel ended on 18 March. Since then, crucial infrastructure, including hospitals, has been severely damaged on the Gaza Strip; hundreds of thousands of people have been displaced from their homes; and humanitarian aid has been restricted.
Different methods
The latest count aligns with an estimate of 64,260 violent deaths up to the end of June 2024, reported2 earlier this year by another research team.
That work, led by Zeina Jamaluddine, an epidemiologist at the London School of Hygiene & Tropical Medicine, used a method known as capture–recapture analysis, in which the overlap between multiple lists of fatalities is used to calculate mortality. Jamaluddine and her colleagues used health-ministry data and other sources.
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Additional reporting by Smriti Mallapaty.
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Arrests of scientists over smuggled samples add to US border anxiety
 Nature talks to legal and other specialists about the cases and what to watch out for when transporting lab materials. 
 By 
 Humberto Basilio


  
US border agents use trained dogs to detect concealed food and biological materials in the luggage of international travellers. Credit: Patrick T. Fallon/AFP via Getty


After being charged last month with trying to smuggle frog embryos into the United States, Kseniia Petrova, a Russian bioinformatician, was indicted on 25 June on additional charges by a grand jury in Boston, Massachusetts — including making a false statement to customs agents. Petrova is one of at least four foreign scientists facing criminal charges for attempting to bring biological material into the country, adding to the anxiety rippling through the research community as the administration of US President Donald Trump slashes science spending and cracks down on immigration.
Nature talked to research and legal specialists to understand whether these cases cropping up is unusual and how lab materials should be transported. Detentions for carrying undocumented biological material into the United States happen every year, says Jonathan Grode, an attorney at the immigration law firm Green and Spiegel in Philadelphia, Pennsylvania, who is not involved in any of the cases.
Typically, if a person enters the country with a non-hazardous item that is either prohibited or lacks the proper documentation, the authorities confiscate the item, inform the individual of the proper procedure to retrieve it and issue a fine for failing to follow protocol, Grode says. If something is considered hazardous, that changes the calculus, as does being a repeat offender. If you’re both of those things “you are going to get arrested, you are going to be fined and you are going to be denied entry to the country”, he adds.
“The rules have not changed” under the Trump administration, Grode says. What has is the “sensationalism” around any foreigner who has problems at the border, whether from the media or from the Trump team highlighting the case in its deportation efforts, he adds.
Customs violations
Petrova, who had been working at Harvard Medical School in Boston, Massachusetts, was arrested in February for allegedly failing to declare the embryos when transporting them to Harvard from France. At a hearing on 18 June, Brian Goldsworthy, an agent for the US Department of Homeland Security, testified that border agents at Boston’s Logan International Airport asked Petrova whether she had food in her bag and she said no — but she was actually carrying a foam box containing the embryos.
Petrova’s immigration attorney, Gregory Romanowsky, contends that border agents broke protocol, because the alleged customs violation should have triggered a civil process rather than a criminal one. Instead, agents treated the issue as an immigration violation, revoked Petrova’s visa and started deportation proceedings, he says. She spent 116 days in detention before her release from federal custody on bail on 12 June.

Kseniia Petrova was released on bail from federal custody on 12 June.Credit: Leah Willingham/AP Photo/Alamy
Petrova might be able to avoid some of the criminal charges, because there are questions about whether the embryos were hazardous, Grode says, but her mistake was not to tell the authorities about the embryos in the first place. “That is the number-one way you can find yourself in trouble,” he says.
In another case, the US Federal Bureau of Investigation (FBI) arrested Yunqing Jian, a Chinese postdoctoral fellow at the University of Michigan in Ann Arbor, earlier this month. According to court documents, in July last year, her partner, Zunyong Liu, a researcher at Zhejiang University in China, tried to bring samples of a fungus known as Fusarium graminearum, which can harm cereal crops such as wheat, into the United States. He initially denied carrying the fungus in his backpack, the documents say, but then admitted he was taking it to Jian’s university, where he said he planned to study it during his visit. Following an investigation by the FBI, both plant pathologists have been charged with conspiracy, smuggling and making false statements, and Liu has also been charged with visa fraud. Jian remains in custody in Detroit, Michigan.
According to a criminal complaint filed by FBI agent Edward Nieh on 2 June, phone records show that this wasn’t the first time Jian and Liu had smuggled biological materials into the United States.
On 8 June, another Chinese scientist, Chengxuan Han, was arrested at Detroit Metropolitan Airport. Han, a biologist at Huazhong University of Science and Technology in Wuhan, was planning to spend a year conducting research at the University of Michigan, according to a criminal complaint filed as part of the case. The authorities detained her and charged her, alleging that she had, on four occasions, sent staff members at the University of Michigan “concealed biological materials” that were “related to round worms”, according to a press release issued by the US Attorney’s Office for the Eastern District of Michigan.
A Department of Homeland Security spokesperson told Nature that parasitic roundworms can cause significant damage to crops, leading to economic hardship for farmers. The criminal complaint filed with the case doesn’t mention parasitic roundworms — only Caenorhabditis elegans, a type of roundworm frequently used in the laboratory as a model organism.
The hazardousness of the materials that the scientists sent will need to be assessed in each case, as will the scientists’ intent in using the materials, but their lack of transparency will make their cases more difficult, Grode says. “It’s not so much what was being sent, but the effort to conceal what was being sent,” he says.
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How to speed up peer review: make applicants mark one another
 ‘Distributed peer review’ of grants makes process more than twice as fast — and includes some cheat-prevention measures. 
 By 
 Helen Pearson





An experimental way of selecting grant applications simplifies the lengthy process of looking for suitable referees.Credit: Daenin Arnee/iStock via Getty
An experimental peer-review system more than halves the time taken to review grant applications, according to results from a small trial. The system could help research funders to process more quickly and efficiently the deluge of grant applications that they receive.
The system, called distributed peer review, requires researchers who apply for a round of funding to review some of the other applications. This avoids the normally lengthy process in which funders must hunt for external peer reviewers for applications, chase overburdened reviewers and rank applications.
The trial was done by the UK Metascience Unit, a government group established in 2024 to study and improve the way science is funded and conducted. The results were released at the Metascience 2025 conference in London on 30 June.
The gains “are huge in terms of efficiency and delivering funding”, says Tom Stafford, a cognitive scientist at the University of Sheffield. And he gives the Metascience group credit for using ways of stopping participants from gaming the system — for instance, by marking other applications harshly. “You just cannot benefit from giving someone else a low score,” says Stafford, who is trialling this review method elsewhere. “That’s really admirable.”
Surge in applications
Research funders have long sought ways to deal with ballooning numbers of grant applications. UK Research and Innovation (UKRI), which has an annual budget of around £8.8 billion (US$12.1 billion) and is the country’s biggest funding agency, had seen its application numbers soar from around 19,800 in 2021–22 to nearly 27,200 in 2023–24. At the same time, the agency had its operational budget cut by more than 15%, lost several hundred staff members and faced criticism for being bureaucratic and slow. Usually, peer review of grant applications at the UKRI takes between 4.6 and 6.3 months from submission to decision.
Distributed peer review has been tested or adopted in a handful of other places. The European Southern Observatory in Garching, Germany, led the way by using it to review applications for a coveted slot on its telescope. The Volkswagen Foundation, a research funder in Hanover, Germany, has also been experimenting with it.
The Metascience Unit spans the UK government’s Department of Science, Innovation and Technology and the UKRI. Appropriately, the metascience experiment involved researchers who were themselves applying for funding for metascience studies. In all, 100 applications were reviewed, and these were competing for around 18 grants worth a total of £4 million. Each applicant was given eight to ten studies to review, and had to deliver those reviews if they wanted their own grant to stay in the running. “Everyone has skin in the game,” said Ben Steyn, who co-directs the Metascience Unit and presented the results at the meeting.
The trial showed that distributed peer review cut the time taken to 2.2 months on average — a reduction of 53%–65%. What’s more, most applicants said it expanded their knowledge of their field, according to a survey of the participants. “So this is peer review not just as a burden,” says Steyn. 
Cheating is not an option
The “knee-jerk criticism” of distributed peer review, says Steyn, is that participants could try to game the system. Someone could mark other applications poorly, to boost their own application’s chances. Or two applicants could quietly agree to give each other’s submissions high marks.
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How fast are you ageing? Ordinary brain scans reveal the pace
 Images hold clues to risk of dementia and various age-related diseases. 
 By 
 Heidi Ledford





A magnetic resonance imaging scan (pictured, artificially coloured) of the brain can detail the risk of memory loss and other cognitive difficulties.Credit: Zephyr/SPL
Telltale features in standard brain images can reveal how quickly a person is ageing, a study of more than 50,000 brain scans has shown1.
Pivotal features include the thickness of the cerebral cortex — a region that controls language and thinking — and the volume of grey matter that it contains. These and other characteristics can predict how quickly a person’s ability to think and remember will decline with age, as well as their risk of frailty, disease and death.
Although it’s too soon to use the new results in the clinic, the test provides advantages over previously reported ‘clocks’ — typically based on blood tests — that purport to measure the pace of ageing, says Mahdi Moqri, a computational biologist who studies ageing at Harvard Medical School in Boston, Massachusetts.
“Imaging offers unique, direct insights into the brain’s structural ageing, providing information that blood-based or molecular biomarkers alone can’t capture,” says Moqri, who was not involved in the study. 
The results were published today in Nature Aging.
Slowing the clock
Genetics, environment and disease all affect the speed of biological ageing. As a result, chronological age does not always reflect the pace at which time takes its toll on the body. Researchers have been racing to develop measures to fill that gap.
Ageing clocks could be used early in life to assess an individual’s risk of age-related illness, when it might still be possible to intervene. They could also aid testing of treatments aimed at slowing ageing, by providing a marker to track the effects of the intervention in real time.
A host of candidate clocks has emerged in the scientific literature — and in direct-to-consumer advertising — over the past decade. Many of these were developed by feeding reams of data, such as measurements of the levels of molecules found in the blood, into computer algorithms that determine which parameters are linked with ageing. Often, the reasons underlying these correlations are unclear.
To develop an improved clock, Ethan Whitman, who studies brain ageing at Duke University in Durham, North Carolina, and his colleagues began with a remarkable study of more than 1,000 people born in Dunedin, New Zealand, between April 1972 and March 1973, who have been periodically assessed since birth by researchers. In the most recent of those assessments, participants’ brains were scanned using magnetic resonance imaging.
Whitman’s team fed measurements made from 860 of those brain images into their algorithm and had it look for correlations between the brain-scan data and what the team called the pace of ageing, a measure that incorporates data from all the Dunedin participants’ age-related declines in cardiovascular, metabolic and immune function, as well as other physiological measures.
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Obesity drugs made in China could power next wave of treatments
 Drugs currently being tested target complications associated with obesity such as heart disease, fatty liver disease and type 2 diabetes. 
 By 
 Rachel Fieldhouse





Next generation weight-loss drugs are being developed and tested in China.Credit: Science Photo Library
A drug that outperforms placebo in helping people to lose weight is one of a growing number of next-generation obesity drugs being produced in China.
At first, Chinese pharmaceutical companies rushed to make similar versions of blockbuster weight-loss drugs, such as Wegovy and Ozempic, that have taken the world by storm. Nowadays, China is emerging as important innovator for new drug discovery in this field, says Daniel Drucker, an endocrinologist at the University of Toronto in Canada.
Results from a phase III trial of ecnoglutide show that people receiving a weekly injection of the drug lost up to 13.8 kilograms over 48 weeks of treatment. By contrast, people given placebo injections lost around 200 grams. The results were published in The Lancet Diabetes and Endocrinology on 21 June1.
Ecnoglutide is a glucagon-like peptide-1 (GLP-1) receptor agonist analogue, similar to the blockbuster obesity drug semaglutide. These drugs mimic the hormone GLP-1, which is involved in regulating appetite and managing blood-sugar levels. Unlike semaglutide, ecnoglutide preferentially targets the production of cyclic adenosine monophosphate, a messenger molecule associated with regulating glycogen, sugar and lipid metabolism, which helps to control blood-sugar levels, as well as weight loss.
The study, funded by drug manufacturer Sciwind Biosciences, based in Hangzhou, China, included 664 people given either a weekly injection of a placebo, or one of three doses of ecnoglutide. At the maximum dose of 2.4 milligrams, 92.8% of people lost at least 5% of their body weight, compared with 14% of people receiving placebo injections. People receiving ecnoglutide were also able to maintain their reduced weight after stopping treatment, regaining around 1% of their body weight over a 7-week period.
Linong Ji, a co-author and a diabetes researcher at Peking University People’s Hospital in Beijing, says ecnoglutide also improved risk factors for heart disease and diabetes, and reduced the amount of fat in people’s livers.
More drugs to come
Dozens of GLP-1 drugs are being developed and tested in China, with “many more to come”, says Drucker.
Among them is mazdutide, which mimics GLP-1 and glucagon, a hormone involved in blood-sugar levels. In trial results published in May, a weekly injection helped more people to lose up to 15% of their body weight over 36 weeks and reduced the risk of cardiovascular diseases compared with a placebo treatment2.
Developed by Eli Lilly in Indianapolis, Indiana, mazdutide is manufactured by Innovent Biologics in Suzhou, China, under an exclusive licence. Other trials are testing whether the drug can treat sleep apnoea or type 2 diabetes.
The growing number of new GLP-1 drugs target multiple pathways at the same time so will result in more-tailored treatments, says Sof Andrikopoulos, a diabetes researcher at the University of Melbourne. The next generation of drugs will target specific conditions associated with diabetes and obesity, such as sleep apnoea, fatty liver disease, chronic kidney disease and heart disease, he adds. “It’ll give us options and it will make personalized medicine in obesity and diabetes more accessible.”
Triple threat
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Stress is wrecking your health: how can science help?
 Better stress assessment and tailored interventions could give clinicians the tools they need to fend off lasting damage. 
 By 
 Lynne Peeples


  
 Illustration by Karol Banach


George Slavich recalls the final hours he spent with his father. It was a laughter-packed day. His father even broke into the song ‘You Are My Sunshine’ over dinner. “His deep, booming, joyful voice filled the entire restaurant,” says Slavich. “I was semi-mortified, as always, while my daughter relished the serenade.”
Then, about 45 minutes after saying goodbye outside the restaurant, Slavich got a call: his father had died. “I fell to the ground in a puddle of shock and disbelief,” he says.
Slavich recognized the mental and emotional trauma he was feeling — and could imagine how it would affect his health. He studies stress for a living, after all. Yet even after he brought up his concerns, his health-care provider didn’t evaluate his stress.
“If stress isn’t assessed, then it isn’t addressed,” says Slavich, a clinical psychologist at the University of California, Los Angeles. “The experience highlighted a paradox between what I know stress is doing to the brain and body, and how little attention it gets in clinical care.”
Decades of research have shown that, although short bursts of stress can be healthy, unrelenting stress contributes to heart disease, cancer, stroke, respiratory disorders, suicide1 and other leading causes of death. In some cases, prolonged stress drives the onset of a health problem. In others, it accelerates a disease — or induces unhealthy coping behaviours that contribute to chronic conditions2.
Stress also seems to be on the rise. It increased globally during the recession of 2007 to 2009 and the COVID-19 pandemic, says David Almeida, a developmental psychologist at Pennsylvania State University in University Park, who studies historical shifts in stress as well as everyday stressors. Polls show that globally, including in the United States, stress hasn’t gone back down to previous levels.
“Any time there is uncertainty in society, we see increases in reports of stress,” says Almeida. Uncertainty can ramp up our responses to stressors that are usually minor, he says: “Being stuck in traffic might make you more upset than it did before.”
Although people tend to be aware of their stress, they often don’t know what to do about it. A physician might recommend leaving a stressful job, engaging in talk therapy or eating and sleeping better — but those options are not always possible. In fact, many of the individuals who face the greatest stressors also face the greatest barriers to treatment. What’s more, some people take pride in how many demands they can juggle, wearing stress like a badge of honour, says Slavich.
He, Almeida and other researchers are trying to change the current thinking. Emerging assessment tools, along with basic advances in stress science, now make it possible to answer questions such as ‘When does good stress turn bad?’ and ‘How can we intervene effectively?’ An improved understanding of stress, says Slavich, could “fundamentally transform health care”.
Good versus bad stress
Sources of stress run the gamut: a high-stakes presentation at work, a disagreement among friends, trauma from military conflict, living in poverty, structural racism, divorce, a lost job — or a lost loved one.
When the body perceives a threat, stress hormones, including cortisol, flood the bloodstream. Muscles tense and blood sugar levels rise. The heart beats faster and stronger, and blood vessels dilate, shuttling extra oxygen through the body to help you think and move quicker. The immune system is put on call for rapid healing and recovery.
This fight-or-flight response has, over millennia, helped humans to survive. But it didn’t evolve to cope with traffic, cyberbullying, credit-card debt and the countless other stressors of modern life.
“There is an evolutionary mismatch happening right now,” says Almeida.
Issues arise when the body fails to control the on–off switch, says Wendy Berry Mendes, a psychologist at Yale University in New Haven, Connecticut. Stress becomes problematic if the body overreacts to situations that are not life-threatening, anticipates a stressor too soon or dwells on negative feelings after the stressor has passed — or if a source of stress sticks around for too long. When cortisol and the sympathetic nervous system are dialled up for extended periods, good stress can turn bad. But how would someone know when the line is crossed?
Stress assessments tend to rely on self-reported symptoms, such as anxiety or trouble sleeping, plus, in some cases, on measurements of blood pressure, cortisol levels or heart rate. These tools aren’t always sufficient. An elevated cortisol level or heart rate, for example, could be explained by exercise or “that cup of coffee you just had”, says Almeida.
Blood pressure, cortisol and heart rate also rise and fall naturally throughout the day. The timing of the measurement matters, as do patterns over time. Mendes says she is most confident in cortisol measurements that are taken approximately 30 minutes after waking, when a healthy person should experience a strong spike. Heart-rate variability, a measure of the natural fluctuation in the time between beats, is also much more informative as to how the body regulates stress than is the heart rate itself, she says.
Access to many more types of measurement might offer a fuller picture, say researchers. Nearly the entire body reacts to stress, including the nervous, respiratory, digestive, cardiovascular, immune, circadian and endocrine systems. In a study that has not yet been peer reviewed, Slavich and his colleagues found that the expression of more than 1,500 genes, especially those involved in inflammation and antiviral responses, can change after a person is socially stressed for as little as 10 minutes3.
With this complex cascade in mind, Slavich and his colleagues are investigating a broad array of self-reported measures, including past stress and trauma exposure, as well as data on neurotransmitters, hormones, genetics, gene expression, gut bacteria, inflammatory markers, glucose levels, lipid function and metabolites. These data are now easier to obtain, often with affordable at-home tests.
The COVID-19 pandemic spurred the creation of simple-to-use devices to collect blood, saliva and stool samples. In parallel, there are increasingly small and powerful wearables that can continuously assess physical activity, sleep, heart rate, heart rate variability, vestibular balance and galvanic skin response. Sensors under development aim to detect real-time levels of cortisol and other stress hormones through sweat4. Meanwhile, researchers are designing ways to gauge blood pressure when people are on the go.
There are limitations to the wearables currently on the market, says Mendes: “Many physiological measures that wearables can detect are simply easy to obtain rather than being the most informative about stress or health.” Still, optimism is high that measures that can be taken quickly and with little or no effort will help people to become more aware of their stress level and will advance stress science.
The influx of data could help researchers to understand how stress contributes to long-term health problems, as well as offering guidance in the clinic. Currently, there are no clinical cut-offs that indicate harmful stress, says Slavich. By contrast, a health-care provider concerned about cardiovascular disease, for example, can measure levels of C-reactive protein, a marker of inflammation, to determine whether a person is at an elevated risk and whether they’d benefit from further testing and treatment. “If you are going to transform clinical care and give health-care providers and patients a target to move towards, that’s a first step,” he says.
For harmful stress, Slavich anticipates that a more robust and continuous stress score, derived from a combination of signals, might be needed.
Stress gets personal
The good news is that a variety of interventions are already available, and more options are on the horizon.
Robust clinical trials show that cognitive behavioural therapy, breathing exercises, social support, exercise and time spent in nature can fight bad stress by altering how a person thinks, how they act and how their body responds to stress. Cognitive behavioural therapy has been shown to reduce how much people dwell on negative feelings after a stressor, for example, as well as helping a person to reframe their perception of an upcoming stressful event. Last year, a meta-analysis of techniques for reframing stress concluded that they can provide a small boost in performance on a range of tasks, notably those that involve social evaluation, such as giving a business pitch5.
There are other tools that can help a body overwhelmed by stress. Beta blockers, for example, can be prescribed to tamp down the sympathetic nervous system as needed. Anti-inflammatory drugs can calm an immune system that remains activated after a bout of stress. Even omega-3 fatty acids can buffer the stress response and reduce inflammation.

An adhesive sensor can give quantitative readouts of several biological markers of stress.Credit: Wei Gao
Part of the challenge going forward will be to match the treatment to the individual. In the past several years, researchers have realized just how much the impacts of stress vary depending on someone’s biology, past exposures and present circumstances.
For one thing, men and women tend to differ in their responses6. Men show greater cortisol responses to stressors related to performance, for example, such as public speaking, whereas women might react more strongly to inter-personal stressors7. Some studies find that people whose microbiome is out of balance, because of antibiotics or previous stressors, can experience an exaggerated stress response.
There’s also a body of research on how children who experience abuse or chronic neglect can be predisposed to a maladaptive stress response later in life. “An early-life traumatic experience can lead you to believe the world is unpredictable and unsafe place,” says Slavich.
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World’s most porous sponges: intricate carbon-trapping powders hit the market
 Metal-organic frameworks were the next big thing in chemistry when they were invented more than three decades ago. Now, these intriguing materials are becoming commercial tools for capturing carbon dioxide and harvesting water from the air. 
 By 
 Katharine Sanderson





The structure of CALF-20, a metal–organic framework now made on an industrial scale to help capture carbon dioxide.Adapted from mofanatomy.com
In May this year, a US$150-million factory making filters to capture carbon dioxide opened in Burnaby, Canada. Called Redwood, after the world’s tallest trees, the facility aims to make enough filters to capture 10 million tonnes of CO2 each year, says its operator, Svante Technologies, which refers to the production line as a gigafactory.
The factory’s opening also signals a commercial breakthrough for an intriguing class of super-sponge material invented more than 30 years ago that has attracted huge academic interest and hype — but faltered commercially. Porous, powder-like solids known as metal–organic frameworks, or MOFs, have wowed academic chemists for decades.
MOFs are structured like molecular scaffolding, containing vast caverns of internal space — they are the world’s most porous solid materials. One gram of MOF powder can have an internal surface area the size of a football field.
Over the past three decades, research chemists have created more than 100,000 MOF varieties in the laboratory, and have tested the powders’ capacity to store gases, act as catalysts, trap toxic chemicals from water and deliver drugs, among many other potential uses. Scientists have also created related materials called covalent organic frameworks, or COFs. But despite huge academic interest, chemists have not managed to turn the materials into industrial-scale products.
Now, Svante and other firms have hit on the idea of using MOFs and COFs for carbon capture. One MOF is now being made on the tonne scale for use in Svante’s factory. Although it’s not clear whether these powders will actually outperform competing products — Svante’s facility also makes other kinds of material to suck up CO2 — a market does seem to be opening up, says Shababa Selim, an analyst at IDTechEX, a research consultancy in Cambridge, UK. Other firms are developing MOFs for water harvesting or filtering toxic gases. Selim suggests that the market for MOFs could grow 30-fold over the next decade, from $30 million to $930 million by 2035.
The tale of how MOFs meandered their way to a handful of industrial uses is typical of the tough reality of advanced-materials development — exciting academic inventions can take decades to find a commercial purpose. Carbon capture “seems to be the kind of breakthrough application that MOFs needed”, Selim says.
Unprecedented properties
The MOF story starts in 1989, when chemist Richard Robson at the University of Melbourne, Australia, and his colleague Bernard Hoskins announced that they’d invented “a new and potentially extensive class of solid polymeric materials with unprecedented and possibly useful properties”1. This was an early description of what would later be known as a MOF: a repeating structure built from metallic ions linked by long, rod-like, carbon-based molecules. Robson mixed copper ions with organic linker molecules he’d made; by carefully choosing the solvents and slowly evaporating them, he got these building blocks to crystallize into a porous scaffold.
In the mid-1990s, Omar Yaghi, a chemist now at the University of California, Berkeley, popularized the term MOF. Some initial structures were not stable or worked only at very low temperatures, but Yaghi developed methods to make MOFs more robust, constructing them from molecular building blocks linked through strong bonds. Academic labs leapt on the idea; more than 100,000 variants of MOFs are now recorded in the Cambridge Crystallographic Data Centre, a facility that collates structural data for molecules. And there are more than 100,000 academic papers about the materials, according to Nature’s analysis (see ‘Papers on metal–organic frameworks’).

Source: Nature analysis/Dimensions
Unlike in some porous natural materials, such as clays, the internal pores of these artificial super-sponges can be carefully and consistently sized, according to the molecules that make up the scaffolding. Researchers including Yaghi examined how MOFs could be dynamic depending on the conditions — pressure and temperature can be altered to allow gases and other cargo both in and out of the pores.
Chemists also competed to make the material with the biggest internal surface area — a title currently held by a MOF named DUT-60, made in 2018, with a whopping internal surface area of 7,839 square metres per gram2.
All that space made potential applications seem vast. Chemists latched on to the idea that they could store, transport and release hydrogen gas, for instance. In the early 2000s, Yaghi, who was then working at the University of Michigan in Ann Arbor, showed that a zinc-based MOF could take up hydrogen3. This coincided with a move by then US president George W. Bush to invest in a ‘hydrogen economy’, in which hydrogen would replace fossil fuels. It was tantalizing to think of transporting hydrogen gas inside the MOF super-sponges, and releasing it as required. Global chemicals giant BASF was an early investor, and in 2010 said it was making MOFs on an industrial scale. (The firm declined to give details about that project.)
Today, talk of a MOF-powered transport revolution and a hydrogen economy has dwindled. Not only has hydrogen storage as a concept fallen out of fashion — displaced by the drive for electric cars and the falling cost of solar power — but it didn’t work with MOFs, partly because there are huge technical challenges around filling a MOF-containing tank with enough hydrogen efficiently and quickly, says William Morris, director of business development at the start-up firm Numat in Chicago, Illinois, who did his PhD studies in Yaghi’s lab. The powders also seemed too expensive to make at large scales4. Existing technologies looked more attractive, Selim says.
Renewed attraction
But when the right application comes along, researchers can find ways to lower manufacturing costs. That seems to be the lesson from the carbon-capture industry’s blossoming interest in MOFs. “Sometimes, for materials, it’s just a matter of waiting for that one market opportunity to drive investment and also make it feasible to actually grow the production capacity, to bring the prices down,” says Selim.
Svante’s story illustrates this. Chief executive Claude Letourneau says that the firm had always been focused on removing CO2 from exhaust gases of industrial plants and was agnostic about how to do it. Svante was trying to develop a ‘doped’ silica material to trap CO2, but the material degraded too quickly to be practical. Letourneau approached the academic group of George Shimizu at the University of Calgary in Canada about a MOF it had developed, called CALF-20. This zinc-based material traps CO2 molecules in its pores, even in the presence of water, which is a major constituent of flue gases. (Many MOFs preferentially suck up water — another barrier to commercializing them for gas storage.)
“I said, ‘this is the material we need’,” says Letourneau. But the drawback was cost: making CALF-20 was too expensive to be commercially viable. “It’s a laboratory curiosity,” Letourneau says he thought at the time. He asked Shimizu to try to develop a simpler synthesis that could be scaled up. “He says, ‘Yeah, let me give it a crack’. And a year later, he comes back, and he has a very simple way of doing this,” Letourneau recalls. CALF-20 can be created from low-cost bulk chemicals dissolved in a mixture of water and methanol, the researchers found5.

The MOF CALF-20 as a powder, before it is used in Svante’s carbon-trapping filters.Credit: Svante Inc.
At Svante, researchers scaled up this method to create kilograms of the MOF before collaborating with BASF to develop a multi-tonne process. BASF now makes CALF-20 for Svante. A number of other firms have shifted or rebranded themselves to focus on MOFs for carbon capture, says Selim. Promethean Particles, a company that spun off the University of Nottingham, UK, in 2007 to develop nanoparticles, has pivoted into MOF development for carbon capture and storage, for instance.
And Belfast-based Nuada, which used to be called MOF Technologies, says it is also developing a carbon-capture and storage MOF-based product. Nuada is piloting carbon capture at an incineration facility that produces energy from waste (owned by UK firm Enfinium) in Knottingley, UK. As far as is publicly known, however, the BASF–Svante process is the only one making MOFs on a commercially relevant scale, Selim says.

This machine at Svante Technologies uses metal–organic frameworks to capture CO2.Caption: Svante Inc.
Other uses for MOFs
MOFs might not be suitable for all forms of carbon capture. Sucking CO2 directly from air is harder than sucking it from the exhaust gases of industrial plants, because of the lower CO2 concentration. Although Svante supplies carbon-capture materials to a direct-air-capture firm called Climeworks in Zurich, Switzerland, these are based not on MOFs, Letourneau says, but on chemicals commonly used for carbon capture, called porous amines.
However, in October 2024, Yaghi reported that his research team had managed to make a COF that did pull CO2 directly from the air — a promising development. He says that his team is simplifying the synthesis of that material and scaling it up6.
Yaghi’s team are also pushing to commercialize MOFs for harvesting water from air. It has demonstrated a MOF-based device in Death Valley, California, built from a material called MOF-303 that can suck in water vapour at low humidity7. The trick for these MOFs is that only a small temperature change is needed to release the trapped water, allowing it to be collected as the temperature dips overnight in the desert. Yaghi founded a firm called Atoco in Irvine, California, that is “testing pre-commercialized water-harvesting units” using the MOF, he says. The start-up firm AirJoule in Ronan, Montana, is also targeting direct-water capture; in June this year, it signed a deal with an unnamed developer of data centres to incorporate its proprietary MOF water harvester into those facilities.

A trial of a MOF-based water harvester in Death Valley, California. Credit: Yaghi Laboratory, Univ. California
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Science on the catwalk: Iris van Herpen gives gowns a glow up
Microorganisms, materials and movement inspire high-fashion dress designs.
By Laura Spinney
Photography by Ilvy Njiokiktjien for Nature
8 July 2025
     
Sympoiesis
Iris van Herpen Élysée Montmartre, Paris. 7 July 2025.
Iris van Herpen leads photographer Ilvy Njiokiktjien and me into a cluttered storeroom and I shut the door. “Ooh!” we gasp, as we gaze at a board that van Herpen holds up in the darkness. Outside the room, the board looked much like a child’s glue painting, with silicone piping arranged on it in a maze-like pattern. But in the dark, the maze comes to life, glowing a gentle, aquatic green.
  
  
  
  
With biodesigner Christopher Bellamy, van Herpen developed a material containing tubes of living bioluminescent algae, which glow in response to the movements and warmth of the design’s wearer.
The material is, in fact, alive and will be transformed into high fashion in van Herpen’s 7 July show Sympoiesis, as part of Paris Haute Couture Week. Created by biodesigner Christopher Bellamy, the breathable tubing contains bioluminescent algae that move, respire and sequester carbon.
When I visited van Herpen’s atelier in Amsterdam in April, she was still deep in her research for the show, exploring how the algae would respond to being worn. With enough oxygen and the right balance of light and dark, she says, they can exist in symbiosis with the wearer, lighting up in response to movement and warmth. By May, she had imagined a dance performance for her show, in which the dancer “is fully transparent, almost invisible and giving light, and the light patterns respond to her movements in real time and in three dimensions”.




  
Van Herpen draws inspiration from nature for her dresses and water is a theme of several of her exhibitions.
Van Herpen draws inspiration from nature for her dresses and water is a theme of several of her exhibitions.
  
  
  
  
Van Herpen says that each collection starts with a mental image of a movement, and she uses unusual materials that capture that movement.
The walls of van Herpen’s atelier in Amsterdam are covered with pictures of her previous designs and the organisms that inspired them.
These are insights into the methods of the 41-year-old Dutch designer and sculptor, whose biannual couture collections — with names such as Voltage, Biopiracy and Meta Morphism — have wowed the fashion world since van Herpen set up her label in 2007. Trained in classical ballet, she says that each collection starts with a mental image of a movement. The search for materials that enable her to capture that movement draws her into collaborations with scientists, engineers, architects and choreographers. Sometimes, the movement eludes her for months. “It would make more sense to begin with the material and explore its natural behaviour,” she says, “but that’s not my way.”
  
  
  
  
  
  
  
  
A changeant, or iridescent, silver lace is laser-cut into thousands of thin stretchy lines that are hand-stitched in 3D wave patterns on a black cotton underdress.
Layers of iridescent air fabric are stitched into harmonica panels, which create soft wave movements when unfolded.
This dress is made from white spheres that are meticulously hand-cut and embroidered in size gradients, creating an illusion of sculptural depth.
Opalescent sheets of woven brass wires create voluminous shapes reminiscent of corals.
Her surprisingly modest atelier — the printers and laser cutters are elsewhere, and she has another space for sculpture — is a cross between a couture workshop, a laboratory and a cabinet of curiosities. White-coated assistants glide between cutting tables, computer monitors and mannequins, assembling ‘looks’ using 3D-printed films and airy organza and tulle fabrics. Scattered on the floor are iridescent, tubular metallic mesh structures reminiscent of coral, and the walls bristle with sketches of insect wings, swatches of a feather-light blue fabric sewn into honeycomb structures and photos of nineteenth-century US dancer Loïe Fuller, who built textiles and light into her performances.
  
  
  
  
  
  
  
  
Van Herpen and her team prepare the designs for her next show in her atelier.
Inspirations include a photograph of nineteenth-century US dancer Loïe Fuller (middle), who built textiles and light into her performances.
Van Herpen’s team prepares dresses for the latest collection.
Fabric cuttings and 3D-printed insects used for van Herpen’s next collection decorate the walls of her atelier.
Inspired by the ocean 
The atelier sits in a former warehouse overlooking Amsterdam’s busy waterfront, which seems appropriate for an artist so drawn to the sea. Van Herpen grew up in the Dutch countryside, surrounded by water. There was no television or computer at home; when she wasn’t drawing or painting, she was outside.




  
Her 2020 collection Sensory Seas was inspired by tiny marine organisms called hydrozoans — shape-shifting relatives of corals and jellyfish — and by Spanish neuroanatomist Santiago Ramón y Cajal’s delicate drawings of neurons, because she saw a resemblance between the two. Water was the theme of her 2010 collection Crystallization, and it flows through her exhibition Sculpting the Senses, which was shown first in Paris in 2023–24 and is now on display at the ArtScience Museum in Singapore until 10 August.
  
  
  
  
In collaboration with artist Casey Curran, van Herpen designed a dress reminiscent of delicate wings, comprising translucent silk organza inlaid in white velvet and finished with snake chains.
The wings are linked by a kinetic, gold coil-vein system that causes them to pulse with a gentle, wave-like motion.
After French biophysicist Emmanuel Farge saw the exhibition in early 2024, he got in touch with van Herpen. For years, at the Curie Institute in Paris, Farge had been testing the theory that the first sense emerged when receptors arose by chance in inert cells clustered in colonies on the seashore. In response to the motion of waves, the colonies folded in on themselves, forming a primitive gastric tube that enabled them to trap extra prey. The touch-like sense was selected for and, over time, those colonies evolved into the first multicellular organisms. The fruit of Farge and van Herpen’s ensuing exchange was Ancient Ancestors, which appeared in her Hybrid show last year — her first exhibition to combine sculpture with couture. Tucked into suspended vortices of silk, which to Farge’s eyes evoke the sea’s commotion, were coral-like creatures dusted with sand.
  
  
  
  
  
  
This aerial sculpture, Ancient Ancestors, was part of the autumn 2024 collection.
The sculpture pays homage to the evolutionary link between our ancestors’ primitive senses and humanity’s innate connection with the sea.
It is the fruit of van Herpen’s discussions with and research by French biochemist Emmanuel Farge at the Curie Institute in Paris.
Franck Bohbot
Van Herpen’s work has been called futuristic, a label that she rejects. She explores the Universe as it is, she says, along with humanity’s place in overlapping ecosystems, as she understands it from her voracious reading. The human body functions thanks to the trillions of organisms that make up the microbiome, she reminds us, citing journalist Ed Yong’s 2016 book I Contain Multitudes. And naturalist and broadcaster David Attenborough’s latest film, Ocean, brought home to her that our species’ survival depends on the vast living system of the planet’s seas.
If there is a forward-looking dimension to her work, it’s her effort to persuade people to rethink their place in the Universe. She’s acutely aware of the environmental threat that the clothing industry poses and is an ardent advocate of ‘slow fashion’, which values quality over quantity and impact over profit. “I look to a future where all human design is not just inspired by nature but integrated with it,” she says. Referring to Bellamy’s algae, for example, she imagines a future iteration in which the microorganisms shape the motion of the dress, and ultimately its wearer.
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
Item 1 of 10




  




  




  




  




  




  




  




  




  




  
Sculpting the unseen 
Her curiosity penetrates to the quantum level. In 2014, as a guest artist at CERN, Europe’s particle-physics laboratory near Geneva, Switzerland, she and her long-time collaborator, Canadian architect Philip Beesley, fell into conversation with theoretical physicist Subodh Patil. Patil has since moved to Leiden University in the Netherlands and has shifted focus, but, at the time, he was wrestling with the question of what happened before the Big Bang — the point at which, from the perspective of the present, space-time collapses.
“What would that look like?” Patil recalls his visitors asking. He replied that words and even mathematics had so far failed to describe it. He himself had trouble visualizing the “frothy magma” of quantum foam — the minuscule fluctuations of space and time that are thought to have seeded the Big Bang. When, a few years later, he spotted a dress from van Herpen’s Aeriform collection, in which matter seemed to dissolve into haloes of energy, he felt “a ping of joy”. Van Herpen had come up with a visual metaphor for quantum foam that he recognized. He discovered only then that the dress had been inspired by their conversation.




  
Inspired by conversations with physicist Subodh Patil about ‘quantum foam’, van Herpen’s 2017 Aeriform collection is reminiscent of matter seeming to dissolve into haloes of energy. Credit: Peter White/Getty
Inspired by conversations with physicist Subodh Patil about ‘quantum foam’, van Herpen’s 2017 Aeriform collection is reminiscent of matter seeming to dissolve into haloes of energy. Credit: Peter White/Getty
Van Herpen returns to CERN often. Perhaps because she’s driven to sculpt the invisible, she feels at home at the Large Hadron Collider, the vast loop of superconducting magnets that accelerates particles until they collide, recreating the conditions of the early Universe. After her first visit, she and fellow Dutch designer Jólan van der Wiel started using magnetism as a design tool, growing dresses from a material containing iron filings. She often uses optical illusion — in her collection Between the Lines, for instance — and finds untapped realms of possibility in the unseen. “My ideal material would be a tiny flat device, powered by nanotechnology, that conjured 3D holograms without a screen,” she says.
  
  
  
  
Van Herpen draping the layers of glass organza that are gradient dyed from black to ocean blue, then stitched into dimensional harmonica panels.
Soft wave-like movements are created by unfolding the harmonica’s bias drapings.
Another material that she would love to work with is one that mimics octopus skin. Research has shown that the colours and textures that ripple across the skin of certain octopus species when they are in an active phase of sleep — “like a living painting” as van Herpen puts it — are associated with increased activity in brain regions involved in learning and memory. This is also true of rapid eye movement (REM) sleep, the phase in which humans dream most vividly. Although evidence has yet to be found, the possibility that a slumbering octopus is expressing its dream-like experiences enthrals van Herpen. She thinks that such a material would come close to capturing the hypnotic visions that she experiences when listening to music: “Often complex patterns appear to be dancing in front of me, as if the wavelengths of the sounds are translated into moving shapes.”




  
Working across boundaries 
Van Herpen hasn’t been diagnosed with the neurological trait synaesthesia — in which the senses are more closely entwined than usual — but thinks that she has a light form that is elicited only when she listens to certain types of music. She considers it a gift and tries to convey that sensory cross-talk in her art. It’s the reason that her works are accompanied by soundscapes composed by her partner, musician Salvador Breed. And it’s probably why she feels drawn to cross disciplinary boundaries.
In 2019, when she designed a concrete frieze that would be wrapped around an extension of the Naturalis Biodiversity Center, Leiden’s natural history museum, she took inspiration not just from the museum’s fossil collection, but also from volcanic rock formations that she had visited on Tenerife, one of Spain’s Canary Islands, and from the soft folds of fabric and flesh that seventeenth-century Italian sculptor Gian Lorenzo Bernini captured in marble.
She crosses other kinds of boundary, too, having dived in sea and sky. Being immersed in unusual environments forces her to rethink her design techniques and the properties of materials, she says, and it’s another way of sculpting movement: “I feel like a dancer again.” For her 2021 Earthrise collection, French skydiving champion Domitille Kiger jumped from an aeroplane wearing one of van Herpen’s designs, and for Carte Blanche (2023), van Herpen filmed an underwater performance by French free-diver Julie Gautier.
Her enthusiasm for technology means that she embraces artificial intelligence (AI), but only as a tool to implement her ideas. “I would never hand over my creative process to it,” she says. “AI refines systems, creativity breaks them.” Her admirers consider her a breaker of systems, a revolutionary, and so does she — in the sense that her desire to fuse couture and art, and to transform materials, was there from the start. But she also recognizes that she has evolved as an artist. It has taken her time to become technologically literate and to realize that innovation comes through collaboration: other people’s perspectives have helped her to see unexpected connections.
Although she will continue to make outfits for the likes of singers Björk and Beyoncé — she loves the moment when a client dons a dress for the first time — she has decided to move to doing a single couture show a year, breaking free of the punishing fashion round to devote more time to sculpture. She has moved back to the countryside, to a house near a lake and a bird sanctuary, and has taken up gardening and beekeeping. She already feels her creativity expanding, she says, and her fans shouldn’t worry: she’s not retreating from the world, but diving deeper into it.
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Will AI speed up literature reviews or derail them entirely?
 The publication of ever-larger numbers of problematic papers, including fake ones generated by artificial intelligence, represents an existential crisis for the established way of doing evidence synthesis. But with a new approach, AI might also save the day. 
 By 
 Sam A. Reynolds, 
 Alec P. Christie, 
 Lynn V. Dicks, 
 Sadiq Jaffer, 
 Anil Madhavapeddy, 
 Rebecca K. Smith & 
…
 William J. Sutherland


  
 Illustration: David Parkins


Over the past few decades, evidence synthesis has greatly increased the effectiveness of medicine and other fields. The process of systematically combining findings from multiple studies into comprehensive reviews helps researchers and policymakers to draw insights from the global literature1. AI promises to speed up parts of the process, including searching and filtering. It could also help researchers to detect problematic papers2. But in our view, other potential uses of AI mean that many of the approaches being developed won’t be sufficient to ensure that evidence syntheses remain reliable and responsive. In fact, we are concerned that the deployment of AI to generate fake papers presents an existential crisis for the field.
What’s needed is a radically different approach — one that can respond to the updating and retracting of papers over time.
We propose a network of continually updated evidence databases, hosted by diverse institutions as ‘living’ collections. AI could be used to help build the databases. And each database would hold findings relevant to a broad theme or subject, providing a resource for an unlimited number of ultra-rapid and robust individual reviews.
Adding fuel to the fire
Currently, the gold standard for evidence synthesis is the systematic review. These are comprehensive, rigorous, transparent and objective, and aim to include as much relevant high-quality evidence as possible. They also use the best methods available for reducing bias. In part, this is achieved by getting multiple reviewers to screen the studies; declaring whatever criteria, databases, search terms and so on are used; and detailing any conflicts of interest or potential cognitive biases.
Yet these reviews require considerable resources. Some studies suggest that Cochrane reviews — systematic reviews of specific topics in health care and health policy that meet internationally recognized criteria for the highest standards in evidence-based health care — generally cost more than US$140,000 and take more than two years to complete3,4.
It is becoming ever harder for review authors to keep up with the rapidly expanding number of papers. The scientific literature is estimated5 to have doubled every 14 years since 1952.
Because each reviewer tends to have access to different publications, and because databases are continually updated, systematic reviews are plagued by reproducibility issues. A study published last year concludes that only 1% of reviews report a search strategy that is fully reproducible6. Furthermore, many systematic reviews unwittingly cite publications that have been retracted, including those removed from the literature because of methodological or ethical issues and fraud7.
We agree that AI could be part of the solution to these problems. It could help investigators to conduct reviews more comprehensively and more efficiently — by filtering many more papers, say, or by assessing the entire content of papers instead of just the title and abstract, as human reviewers tend to do as a first step. But one aspect seems to be underappreciated: the degree to which AI — particularly large language models (LLMs) — could exacerbate some of the problems.
At this point, little is known about how many scientific papers generated entirely by AI are being published. As announced in March, a scientific paper8 generated by AI Scientist (an AI tool developed by the company Sakana AI in Tokyo and its collaborators) passed peer review for inclusion in a workshop at a key AI meeting. The reviewers did not detect that an AI model had formulated the hypotheses, designed and run experiments, analysed the results, generated the figures and produced the manuscript.

Policymakers in China are using evidence synthesis to guide management of the invasive grass Spartina alterniflora.Credit: SIPA Asia/ZUMA Press/Alamy
And a preprint posted on arXiv estimates that at least 10% of all PubMed abstracts published in 2024 were written with the help of LLMs, on the basis that an abrupt increase in the frequency of certain words coincided with widespread access to LLMs9. That proportion has almost certainly gone up since.
Even if LLMs are used widely, it is difficult to separate cases in which they have been deployed to fabricate papers from those in which authors are simply using them to improve their writing10. Yet generative AI is likely to make the production of fake manuscripts easier, irrespective of whether those who use LLMs maliciously do so to further their careers, to manipulate the conclusions of evidence syntheses because of a specific commercial or policy objective or simply to be disruptive. The use of multiple LLMs will also make it more difficult for humans to detect textual fingerprints associated with one particular model.
In other words, the use of generative AI is likely to supercharge the already growing problem of paper mills — businesses that sell fake work and authorships to researchers seeking journal publications to boost their careers. It could even replace the paper-mill market, given that fake papers can now be generated in minutes for free.
What to do?
The Campbell Collaboration (a group of researchers and policymakers dedicated to generating evidence syntheses for economic and social policy decisions) and Cochrane already provide guidance on how to identify studies that have raised concerns or that have been retracted11. This includes checking studies against the Retraction Watch database, which lists retractions gathered from publisher websites, and using the CENTRAL database, a repository for clinical-trial reports that flags retracted studies11. Cochrane guidance also states that the authors of published reviews containing retracted studies should recalculate all results and, while doing so, flag the review with an editorial note or withdraw it and then publish the updated version11.
Even now, this kind of reanalysis often fails to happen, presumably because the original review authors have limited resources and little incentive. In one assessment of systematic reviews of pharmaceutical compounds tested in clinical trials, retracted papers continued to be cited in 89% of the reviews one year after the review authors had been notified of the retraction7. With the ever-increasing production of both legitimate and spurious scientific literature, researchers’ ability to maintain an accurate picture of what the data show is likely to be outstripped (see ‘More papers, more retractions’).

Source: Data from Open Alex (https://openalex.org/).
So, what system might enable the continual and rapid removal — at scale — of fraudulent or otherwise problematic papers from databases?
Although not developed with this goal in mind, our work on the Conservation Evidence project — an information resource hosted by the University of Cambridge, UK, to support decisions about how to maintain and restore global biodiversity — has convinced us that a network of AI-enabled, continually updated evidence databases is one possible solution.
As part of this project, all of the authors of this article have been involved in developing subject-wide evidence synthesis. The aim here is to identify literature containing information that is relevant to a broad theme. For the Conservation Evidence project, this is the effectiveness of management actions for biodiversity conservation.
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How to chart a moral future for space exploration
 Expanding human influence in outer space will require an ethical compass that is more expansive than the one conventionally used. 
 By 
 Chelsea Haramia, 
 Émilie A. Laflèche, 
 Julia De Marines & 
…
 Michael L. Wong


  
Humans are set to return to the Moon for the first time since the Apollo missions (pictured) of the late 1960s and early 1970s. Credit: NASA


“Mars is a failed Earth.” It is common enough to hear such perspectives expressed in reference to our planetary neighbour’s lack of Earth-like qualities, including a thick atmosphere, plate tectonics, oceans and a biosphere. As far as we know, the surface of Mars is hostile to and devoid of life — and so is most of outer space.
Now would be a good time to reconsider this attitude. We are at a pivotal moment in the history of space exploration. Over the past several decades, the search for extraterrestrial life has shifted from the idle anticipation of technologically advanced aliens contacting or visiting Earth to the active development of scientific missions that seek signs of such life, in the Solar System and beyond. Numerous ongoing and upcoming missions have been tasked with searching for signs of habitability and life in the cosmos1,2, presaging what could be a golden age of astrobiology — the study of alien life. Meanwhile, the rising influence of private space corporations is bringing human space flight into a new, commercially driven age. Using technologies developed by companies such as SpaceX and Blue Origin, US astronauts aim to head once more to the Moon as part of NASA’s Artemis programme, which could act as a stepping stone for missions to Mars and beyond. Other countries, including China, have similar ambitions, or might develop their own programmes.
As human influence extends farther, broader ethical guidelines are needed for the exploration and treatment of extraterrestrial environments and phenomena. Rarely is any value ascribed to what space contains beyond the purely instrumental — how it furthers our knowledge of the cosmos or boosts human ambitions. Here, we argue that assessing what deserves our moral consideration in outer space requires a more expansive set of factors that can contribute to moral value than those that have generally been applied through our current, terrestrially based thinking. That, in turn, must inform how we set about exploring space — and preserving what we find there.
What is moral value?
As moral agents, humans have a general obligation to respect what is morally valuable. When considering questions about moral value, a distinction has conventionally been made between an object’s instrumental value (its worth as a means to an end for something else) and its intrinsic value (its value for its own sake). Most ethicists would say that objects that have only instrumental value do not have moral value. In this way of thinking, humans are generally considered hugely intrinsically valuable; our mere existence should be enough for us to feel obliged to treat each other well. By contrast, money is only instrumentally valuable, because its worth is derived solely from its use in human–human exchanges; it does not deserve moral consideration for its own sake. Objects can have multiple forms of value at once: a tree, for instance, might be considered intrinsically valuable as a living thing, but also instrumentally valuable as a source of food, oxygen, lumber and shade.
How to distinguish intrinsic value from instrumental value has been debated for millennia. In Western analytical philosophy (in contrast, it must be said, to many other conventions), an uncompromising ‘biocentric’ cut-off is sometimes imposed3: being alive is almost always a prerequisite for moral consideration. Within that boundary, many ethicists following the Western convention have taken a stratified approach, basing conditions for a moral consideration on mental attributes such as rationality, autonomy and sentience. Sentientism focuses on a being’s ability to experience certain types of welfare change that other entities can’t. For example, it is now widely acknowledged that lobsters can feel pain, spurring some countries to ban boiling them alive. By contrast, ratiocentrism proposes that only rational creatures — those with the capacity to act through reasoning rather than only on instinct — should be given moral consideration.

Even though it seems to be devoid of life, the rocky terrain of Mars contains much that might be worth preserving.Credit: NASA/JPL-Caltech/Del-4Ri
Such accounts can reinforce a hierarchical view of intrinsic value, with humans either placed at the pinnacle or given preference. Some philosophers, for example, have argued4 that animals other than humans that are ‘sophisticated’ enough to participate in human society (such as dogs and horses) or to be social themselves (chimpanzees and bonobos, for instance) sit just below humans in this hierarchy. Beings that do not display signs of neurological sentience, such as plants and microorganisms, occupy the bottom rung.
This ‘life bias’5 in approaches to moral value has limitations when looking further afield. Our planet, with its abundance and diversity of life, is special in some ways, as far as we know. Outer space, by contrast, is devoid of life and of sentient, rational beings — or at least those parts of outer space that we are likely to explore on any reasonable timescale seem to be. But it is a leap in reasoning from seeing that Earth is special to concluding that only Earth is special, and that there is little, if anything, of moral value in outer space.
We argue that a one-dimensional hierarchy of moral value misses the interconnected webs of nature’s generative forces. More-over, it fails to acknowledge that many entities — living and inanimate, sentient and non-sentient, rational and irrational — can express several forms of value at once. In the case of space exploration, it misses the important possibility that inanimate entities and extraterrestrial systems can have tremendous moral value; certainly, we have yet to see proof that they don’t.
Similarly, although the instrumental value of outer-space environments to future human activities is widely acknowledged, focusing only on the distinction between intrinsic and instrumental value means we might miss or ignore other aspects that might contribute to moral value. For example, hydrothermal activity interacting with a hypothetical alien ecosystem on an ice-covered ocean world — say on Jupiter’s moon Europa or Saturn’s moon Enceladus — could generate a new kind of systemic value that ought to factor into ethical decisions regarding the exploration of such environments.
A new taxonomy of moral value
Our expanded taxonomy of moral value encompasses six overlapping and nested categories that can all contribute to an object’s overall moral value, in distinct ways and to various degrees. Intrinsic and instrumental values remain, but we augment them with the following categories: relational value, innate value, systemic value and rarity value (see ‘Overlapping sources of moral value’).

Source: C. Haramia et al.
Intrinsic value. This category remains defined essentially as the worth that objects have by dint of their own attributes. It has been noted6 that this can lead to varying delineations of the term’s precise meaning: as non-instrumental value; as value solely on the basis of an entity’s intrinsic properties, ignoring its relationships to anything else; or as an objective value possessed independently of any assessor. In this analysis, we take intrinsic value to encompass the first and third of these qualities: it is an objective property, independent of instrumental value.
Innate value. We define this type of value as a subset of intrinsic value. It is possessed by ostensibly discrete entities independently of any relationships to anything else, and so ticks all three boxes of the above-mentioned definitions of intrinsic value. Recognizing innate value begins with acknowledging the projective nature of the cosmos — how nature produces its own ‘projects’ through its incessant inventiveness and constructiveness7. Life, as a product of evolution, is an obvious example of this kind of value, but this projective integrity extends to inanimate entities, too. Take space environments such as Valles Marineris, Mars’s canyon system, which is the largest known in the Solar System; or the huge icy basin of Sputnik Planitia on Pluto and the cryovolcanic ‘tiger stripes’ on Enceladus. These phenomena can be regarded as innately valuable because of their aesthetic properties, their structural complexity or other factors. Everything we encounter in space is a product of cosmic evolution and therefore might, to some degree, have innate value. Our ethical considerations must acknowledge this.
Relational value. This value is distinct from the intrinsic and innate ones. It encapsulates the value that can be produced by distinct entities through their interactions, such as those between an author and a reader, a child and a parent, a forest and its resident animals or a star and an orbiting planet. We contend that such relations can be morally valuable independently of the value status of the relation’s members. Most people would readily acknowledge that a relationship between two humans can produce value distinct from and not reducible to the value of the two individuals, who also exist in and of themselves. But the same is less obviously true for a whole host of other relations: the relationships between predator and prey that result in ecosystem stability; symbiotic ones, such as those between algae and fungi that create lichen; or the one between silicate weathering and the removal of atmospheric carbon dioxide on a terrestrial planet8. On Earth, such relations can also have instrumental value to humans, by creating the conditions that allow us to thrive.
Instrumental value. In our scheme, this is a subset of relational value: instrumentally valuable phenomena produce positive effects for the things or people they affect. We contend that instrumental value can be indirectly connected to moral value through its relations to things of intrinsic value. Lunar ice deposits possess instrumental value as a source of water (and, after hydrolysis, oxygen and rocket fuel) for crewed missions to the Moon and beyond; these resources could factor into moral considerations because they might contribute to the welfare of intrinsically valuable human explorers. Instrumental value is therefore relevant to questions about moral value when considering the real-world activity of astro-biological exploration and the interconnected possibilities of scientific searches.

The rings of Saturn and its moon Enceladus have great intrinsic aesthetic value — and perhaps other sources of moral value, too .Credit: NASA/JPL-Caltech/SSI/CICLOPS/Kevin M. Gill
Systemic value. This is generated when relational aspects factor into intrinsic value. It manifests in the systemic processes of entities interacting with each other and their environments. These are complex processes, not mere two-part relations. They have a kind of intrinsic value that cannot simply be reduced to a sum of the innate values of the system’s members, or even to what emerges from their distinct relations. Systemic value emerges when relationships have systemic integrity, generative or regenerative abilities, or an evolutionary potential. Ecosystems have systemic value, but so, too, can tightly interwoven inanimate processes8. Systemic value lies at the intersection of intrinsic and relational values, because it describes how dynamic systems comprising many interacting components can be valuable as a single entity and as a total that is greater than the sum of its parts.
Rarity value. This value, rating the uniqueness of an entity, is another way in which relational value can measured. For instance, a storm on Jupiter, a mountain on Mars or a human life are all rare, given the low occurrence of similar phenomena in the known Universe. The moral value this produces cannot be reduced to the entity’s innate nature, because innate value is considered independently of the value of other objects.
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Rubbish years: how to boost lab group morale when world events crash in
 Award-winning mentors share best practice to keep your team going amid political upheavals, economic downturns and other events. 
 By 
 N. G. Boeck

Find a new job




Catherina Becker (centre) says it’s key for leaders to give their teams breathing space when ‘something momentous’ happens in the world.Credit: Anja Bretschneider
In June 2016, neurobiologist Catherina Becker witnessed at first hand how a contentious national issue could affect the members of her laboratory group. The United Kingdom’s vote to leave the European Union, triggering the process known as Brexit, was divisive. Becker, then director of the Centre for Neuroregeneration at the University of Edinburgh, UK, found herself navigating the fine line between acknowledging her group’s distress at the vote’s possible implications for their careers and families, and keeping the lab’s day-to-day research on track.
Becker, who was very active in the anti-Brexit movement before the vote, admits to strong feelings when she learnt of the result. “I was a bit non-directorial,” Becker admits. “I may have cussed a bit.”
But she also had to acknowledge the issue in her group. “It did come up,” she says. “It is difficult to navigate, because you have to respect people’s views. There were probably a couple of people who were pro-Brexit for various reasons. And you can’t roll over them,” she says. “So, while I expressed my opinion, I offered solidarity with everyone, hopefully.”
Still, it was a struggle. “It was a rubbish year,” Becker says.
Ideally, research labs should be devoid of pressures from national politics or international conflict: places where students, researchers and technicians keep experiments running and discoveries flowing. Distressing events, however, can affect lab members more than a principal investigator (PI) might realize. In the past few years alone, the global community has had to contend with the fall of US protections for abortion, wars in Ukraine and the Middle East, and the Trump administration’s cuts to research funding — tied to climate, diversity, certain universities and the health of people from sexual and gender minorities (LGBTQ+) — to name just a few. Acknowledging the fears of students and staff member and communicating support are powerful leadership and management skills. By knowing how to navigate difficult conversations, PIs can help to ensure their groups feel safe, protected and supported during uncertain times.
Becker, who is now at the Technical University of Dresden in Germany, says it’s important to allow lab members to express their feelings. “Acknowledge that something momentous has happened,” she says. “And just leave some breathing space and don’t tell people what to feel.” That kind of empathy requires trust, Becker says. In Edinburgh, she established that culture through a Friday lab lunch. It included rollicking 45-minute discussions on topics such as ‘Who’s eaten the most experimental animals?’ — anything except the group’s work.
Becker is one of several PIs around the world who spoke to Nature’s Careers team about strategies for creating safe spaces to discuss world events. Some of these PIs have been recognized by Nature for outstanding mentorship through its annual award for mentoring in science (see go.nature.com/4zrmakc), now in its 20th year. They describe their best strategies for helping lab members to navigate contentious outside events (see ‘Five top tips for difficult group discussions’). Although their experiences might be specific to their location, a common theme emerged: that early-career researchers might feel concern and stress, and might need space and time to express their concerns safely in research environments that, historically, have not always prized personal openness or asking for help.
These PIs stress that maintaining trust is crucial so that, instead of ignoring the outside world, lab members feel they can speak up when struggling with troubling events.
Five top tips for difficult group discussions
1. Avoid the urge to ignore an unsettling incident in the news, says Peter Scontrino, an organizational psychologist in Seattle, Washington. Remember that the words a group leader says — or doesn’t say — will affect lab members. Even if a contentious issue does not affect you personally, it could land very differently with lab members who have less power or experience.
2. Consider starting a group meeting with supportive words. Scontrino suggests something along the following lines: “I know everyone is probably feeling concerned by what’s happening in the world. I’m feeling frustrated myself. I just want everyone to know that my door is open if you want to talk.”
3. Catherina Becker, a neurobiologist at the Technical University of Dresden in Germany, suggests taking a lab member whom you suspect might be struggling out for an off-campus coffee or tea. Let them know that you care, and that you’re available if needed.
4. Offer continuous support during tumultuous times. Adesola Ogunniyi, a neurologist at the University of Ibadan in Nigeria, reassures his lab members that their research will not be hindered by outside events. “I tell them to come and see me so we can discuss it,” Ogunniyi says.
5. Exemplify resilience by investing in your own mental health and speaking openly about it to colleagues. This helps to build an atmosphere of trust and respect so that everyone, from undergraduates to staff scientists, knows that they are valued.
Navigating civil unrest 
Adesola Ogunniyi, a neurologist at the University of Ibadan in Nigeria, recalls the Occupy Nigeria movement of January 2012. Sparked by government action that more than doubled the price of fuel, Occupy Nigeria led to nationwide protests including sit-down strikes, demonstrations and even attempts to disrupt the electricity grid. These actions presented a huge risk for biomedical labs that need a reliable power supply for freezers and equipment.
Now an emeritus professor, Ogunniyi, a winner of Nature’s 2024 Mentoring in Science award, remembers how he guided his trainees when Occupy Nigeria, and similar protests and labour strikes since then, led to great uncertainty in the academic community.
“We had a lot of these incidents in which education was disrupted,” Ogunniyi says. “Sometimes, you didn’t know when [the] academic year would end, and whether, especially if you had a grant, you would be able to carry out the research.”
“Such challenges can disturb people, both psychologically and in terms of productivity,” he observes. “Sometimes protesters could be quite militant, going from lab to lab, directing people to leave their offices,”
Ogunniyi’s strategy during difficult times was twofold: to reassure lab members that “nothing lasts forever” and things would return to normal at some point, and to stress that they should continue their research, even if they had to work around the challenges presented by protesters’ actions.
Ogunniyi told his group members to keep focused on their work, whether by planning its next phase or by looking at past results to identify aspects that needed improvement or required more experiments. That way, he says, “by the time things return back to normal, they are able to come back, make up for these deficits, and continue”.
Ogunniyi says that PIs must nurture the dialogue between mentor and trainees, allowing the trainee to formulate contingency plans during disruptive periods. By giving group members ownership of decision-making, he helps them to develop the leadership skills they will need to flourish in their scientific careers.
“It has to be a two-way affair,” Ogunniyi says of the partnership. It’s not always the lab member asking what to do and the mentor giving them instructions, he notes. “It’s a dialogue. It has to be a feedback process.”
“We must always look for opportunities for growth, so that if one door closes, another one will open” if we are paying attention, he says. “Political situations and socio-economic problems should not stop science.”
Balancing dwindling resources
Andrew Prentice, a maternal and child nutrition researcher and another 2024 award winner, is mentoring his way through a more current international challenge. Prentice directs a group at the Keneba field station, a research and health-care clinic of the London School of Hygiene and Tropical Medicine’s Medical Research Council Unit in Gambia. His team depends on research funding from various sources, including the UK National Institute for Health and Care Research.
Prentice’s team is currently absorbing the impact of sudden cuts to science funding by the administration of US President Donald Trump. Perhaps surprisingly, these affect his funding for research in Gambia because the UK government is reallocating resources to places where US funding has been curtailed.
While keeping a positive outlook, Prentice is being pragmatic and is encouraging the members of his group to make contingency plans for their careers. It is a delicate balance.

Mentoring in science award winner Andrew Prentice.Credit: MRC Unit The Gambia
“We can’t just say to our group members, ‘Oh, don’t worry, we’ll be fine,’” Prentice says. “Our moral responsibility is to say, yes, I think you do need to look for other options” in case funding does not come through.
Prentice says his leadership approach was influenced by the relationship he had with his own mentor in Gambia, Roger Whitehead, a nutritionist who was based there between 1973 and 1998. Prentice recalls long walks on the salt flats near Keneba, on which he and Whitehead talked about their scientific endeavours.
Earlier this year, a PhD student in Prentice’s group was unable to travel to Europe for his thesis defence when his family members’ visa applications were refused — an unusual occurrence, which Prentice says was probably the result of new political pressures on immigration to European countries. In response, Prentice organized a virtual celebration for the student and his family: a show of solidarity in the face of outside events, as well as a gesture of empathy.
Prentice’s advice to PI colleagues is to manage expectations with group members while encouraging them to look for potential solutions, but also to maintain a positive attitude, especially when talking to early-career researchers. “I think we must keep the faith,” Prentice says. “You’ve got to believe that things are going to get better. And we can find interim survival mechanisms to get us through to a better future.”
Leading by example
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Will algorithms choose your next lab colleague?
 AI tools have been slow to enter academic recruitment — but recent developments could change that. 
 By 
 Linda Nordling


  
 Illustration: The Project Twins
When researchers apply for a job through the office of the pro-rector for research at Feevale University in Novo Hamburgo, Brazil, data from their CVs and publication records are read not only by hiring managers, but also by artificial intelligence (AI) tools. These help to screen candidates by evaluating their productivity and suitability for the role. “Obviously, these analyses are complemented by other steps, including manual data checking and interviews,” says pro-rector Fernando Spilki. Although AI is not yet used for recruitment across the university, it’s a growing approach, he says.
At the National University of Malaysia on the outskirts of Kuala Lumpur, computer scientist Kalaivani Chellappan has similarly embraced AI for recruitment. Her research centre, which trains unemployed graduates for jobs in technology, used to face considerable setbacks over the years owing to hiring mismatches. Now, using generative AI, Chellappan has developed a screening tool trained on more than a decade of CV data. It integrates a personality-assessment instrument developed with a psychology specialist to help her to make better hiring choices. “The goal is to improve hiring accuracy and reduce turnover,” she says.
According to a 2024 Nature survey of hiring managers, Feevale and Chellappan are outliers. In our poll of more than 1,100 hiring managers across universities, research institutes and industry in 77 countries, just 8% of hirers in academia said they used AI in the recruitment process. Meanwhile, 36% said they weren’t using AI to recruit, but would consider doing so in future. A larger share — 54% — said they were not using it, and would not do so. By contrast, AI has made greater inroads in industry: 49% of industry respondents reported using AI in their hiring processes (see Nature
634, 737–740; 2024).
The global recruitment industry was valued at an estimated US$870 billion in 2024. As it looks to AI to deliver faster, more targeted recruitment services, and as science-related industries embrace AI-assisted recruitment, it might just be a matter of time before those technologies enter academic hiring more widely, too. If so, scientists who don’t keep up with the demands of AI-driven recruitment could lose out, and candidates who don’t understand what the AI tools look for might risk their applications being rejected without ever being seen by a human.
Conversely, although jobseekers can use AI to make sure their CVs and cover letters closely match the requirements of a vacancy, this could produce applications that are so similar that it becomes difficult to tell candidates apart. “There are certainly productivity gains to expect in the short term, but it might paradoxically make the whole matching process less effective,” says Pierre Lison, a researcher studying natural language processing and machine learning at the Norwegian Computing Center in Oslo.
Eyeballs on CVs
AI is finding its way into the recruitment industry outside academia. Earlier this year, in a LinkedIn survey of 1,271 recruiters across 23 countries, 37% of respondents reported experimenting with generative AI or integrating it into their workflow — a significant rise from 27% the year before (see go.nature.com/44ntvfj). Just scrolling through the professional-networking site, meanwhile, throws up a multitude of talent-acquisition businesses advertising their AI-powered services. Many boast that their technology will save time, take over mundane tasks and eliminate unconscious bias.
Such companies regularly approach Jim Harrington, a talent-acquisition director at the International AIDS Vaccine Initiative, a non-profit organization in New York City. “Eighty per cent of them say ‘We have some proprietary AI tool that helps us search to find the right candidate’,” he says. “It’s part of every solicitation.” Although he sometimes uses generative AI tools for routine tasks, Harrington remains dubious about these companies’ offerings. AI can be useful in weeding out candidates who are clearly not eligible for a role, he says, but he does not think it’s good at picking the best candidates. Moreover, handing over sensitive data to an AI system could constitute a data risk. “My approach has always been that we need to get human eyeballs on CVs,” he says.
Recruiters who use AI to match and assess candidates are just one side of the coin. People are also using AI to tailor their applications and CVs to specific job openings — a practice that one-quarter of recruiters in Nature’s hiring survey said they found worrisome. Specifically, some were concerned that it would misrepresent candidates’ true abilities. Furthermore, it puts employers off — getting an application that looks like it was written by AI “immediately creates some scepticism around the candidate”, says Harrington.
A June episode of the Nature Careers Podcast discussed other potential applications of AI in hiring (see Nature https://doi.org/g9p622; 2025). These included using the chatbot as a “thinking partner” to brainstorm what to include in an application; as a tool to tweak the language for flow and style; and as a way to help with job hunting, for instance by suggesting alternative career paths that suit the jobseeker’s academic background.
Colin Fisher, PhD programme director for the management school at University College London, says he has noticed a decrease in spelling and grammar mistakes in applications. He thinks that could be down to what he calls “relatively benign” AI usage: passing text through AI-based grammar assistants such as Grammarly. There are probably applicants who use AI to write their personal statements, too, Fisher admits. But those who rely too heavily on AI are likely to be identified at the interview stage, he says: “In theory, we’d catch someone who didn’t really understand their own essay in that process.”

Colin Fisher attributes a drop in spelling and grammar mistakes in university applications to ‘relatively benign’ AI use.Credit: Sam Bush
A more systemic concern is ‘signal corruption’ — when overuse of generative AI tools results in job applications that are so homogenized that it becomes difficult to identify uniquely talented or qualified candidates. This process, outlined in a 2024 publication by scientists at the Massachusetts Institute of Technology in Cambridge, could paradoxically make the recruitment process less effective overall (J. Kaashoek et al. in An MIT Exploration of Generative AI https://doi.org/ps4s; 2024). The researchers note that the problem is amplified because AI tools are also making it easier for candidates to apply for more jobs.
Douglas Anderson, a chemist at Thermo Fisher Scientific in Eugene, Oregon, says this already happens when candidates use online recruitment portals to submit one-click applications for vacancies with pre-filled information from their profiles and CVs. “These auto-applications don’t look to be very sophisticated and are relatively easy to spot,” Anderson says. They rarely make it past his company’s first screening stage, which also uses AI, he adds. “In my experience, not one of our hires has been through an automated, one-button-style application.”
Barriers in academia
Nature reached out to half a dozen academic institutions to ask them about their AI use in recruitment. Most declined to respond, but the University of California, Berkeley, and the Swiss Federal Institute of Technology in Lausanne (EPFL) both said they did not use AI tools for centralized recruiting activities. However, they noted that they had limited overview of the issue, because final candidate review and hiring decisions tend to be made by the relevant departments or lab principal investigators.
Jukka Luoma, who studies workplace AI use at Aalto University in Espoo, Finland, says that this decentralized hiring structure could partly explain why AI is not used much in academic hiring. “It might be challenging to develop a one-size-fits-all AI tool for hiring in the university context,” he says.
Other factors might play a part, too, Luoma says, including the long-term nature of academic employment, in which each hire has the potential to affect a research group or department for years to come. “Hiring faculty is a very high-stakes game, as you are hiring people to be your colleagues for decades,” he says.
But perhaps the biggest barrier is the risk posed by feeding data from applicants into online AI systems. Commercial tools such as ChatGPT do not keep uploaded data private, and using the tools with personal data can violate privacy laws. The European Union introduced legislation in August 2024 that classifies recruitment as a high-risk use case for AI, and has imposed substantial regulatory requirements for organizations that want to use it for that purpose. This has slowed down the adoption of AI hiring practices in Europe regardless of the sector, Luoma says. “My guess is that universities are more cautious doing this sort of high-risk stuff.”
Platform pioneers
Universities’ recruitment challenges — including decentralized decision-making and high-stakes hires — could explain why academic job platforms that post vacancies from lots of institutions have become trailblazers in developing AI hiring tools.
One such platform is AcademicTransfer, a government-funded, not-for-profit recruitment system based in Utrecht, the Netherlands. The site, which lists nearly every Dutch academic job opening, has been developing AI-based tools for the past four years. This includes a tool that uses large language models (the technology behind chatbots such as ChatGPT) to rank applications for job postings. The tool, which is currently being piloted by the platform, was developed after universities using AcademicTransfer became overwhelmed by hundreds of applications, especially for jobs in which the principal investigator was popular, says managing director Jeroen Sparla. “That’s why we started this pilot with the recruiters, to see if algorithms could assist in which candidates would be the best fit, and which would be the worst.”
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How monitoring a remote Finnish peatland helps climate science
 Risto Taipale works on the maintenance of a research station that provides publicly accessible data on climate change. 
 By 
 Francesco Martinelli


  
Risto Taipale is a meteorologist at the SMEAR II station in Hyytiälä, Finland. Credit: Francesco Martinelli for Nature


“In this photo, I’m inspecting the data-acquisition system installed at one of the five soil plots at the Siikaneva fen, a remote peatland located about 60 kilometres north of Tampere, in southern Finland. Fens, a kind of peatland fed by groundwater, cover nearly half of the total global peatland area and are important to study because fen ecosystems have the highest methane emissions among natural peatlands.
The monitoring station is part of the Station for Measuring Ecosystem–Atmosphere Relations (SMEAR II) and is included in the Integrated Carbon Observation System, a European research infrastructure that provides long-term measurements of greenhouse gases to support climate science and policy. The University of Helsinki operates the station in collaboration with the University of Eastern Finland, based in Joensuu and Kuopio.
The instrument box in this photo contains electronics that gather data on soil temperature, heat flux, water content and water-table depth. At the Siikaneva fen, we operate more than 50 instruments and sensors. They continuously provide data on greenhouse-gas concentrations, as well as a wide range of atmospheric and soil variables. These include air temperature, humidity, pressure, radiation and snow depth.
Login or create a free account to read this content
Gain free access to this article, as well as selected content from this journal and more on nature.com

 Access through your institution 

or

 Sign in or create an account  


 Continue with Google  


 Continue with ORCiD  

Nature
643, 600 (2025)
doi: https://doi.org/10.1038/d41586-025-02072-1
This interview has been edited for length and clarity.







Research

 
	Mapping the chemical complexity of plastics
	Lunar farside volcanism 2.8 billion years ago from Chang’e-6 basalts
	A reinforced lunar dynamo recorded by Chang’e-6 farside basalt
	Water abundance in the lunar farside mantle
	Ultra-depleted mantle source of basalts from the South Pole–Aitken basin
	Moiré materials based on M-point twisting
	Spin-qubit control with a milli-kelvin CMOS chip
	Bioinspired capillary force-driven super-adhesive filter
	Nanoplastic concentrations across the North Atlantic
	Human de novo mutation rates from a four-generation pedigree reference
	Striatum supports fast learning but not memory recall
	Metabolic adaptations direct cell fate during tissue regeneration
	Clonal tracing with somatic epimutations reveals dynamics of blood ageing
	STAT5 and STAT3 balance shapes dendritic cell function and tumour immunity
	Cross-tissue multicellular coordination and its rewiring in cancer
	Native nucleosomes intrinsically encode genome organization principles
	Discovery of FoTO1 and Taxol genes enables biosynthesis of baccatin III

 






Analysis

Open access

Published: 09 July 2025

Mapping the chemical complexity of plastics
L. Monclús, 
H. P. H. Arp, 
K. J. Groh, 
A. Faltynkova, 
M. E. Løseth, 
J. Muncke, 
Z. Wang, 
R. Wolf, 
L. Zimmermann & 
…
M. Wagner 

Nature
volume 643, pages 349–355 (2025) 
Abstract
Plastic pollution is a pervasive and growing global problem1,2,3,4. Chemicals in plastics are often not sufficiently considered in the overall strategy to prevent and mitigate the impacts of plastics on human health, the environment and circular economy5,6,7. Here we present an inventory of 16,325 known plastic chemicals with a focus on their properties, presence in plastic and hazards. We find that diverse chemical structures serve a small set of functions, including 5,776 additives, 3,498 processing aids, 1,975 starting substances and 1,788 non-intentionally added substances. Using a hazard-based approach, we identify more than 4,200 chemicals of concern, which are persistent, bioaccumulative, mobile or toxic. We also determine 15 priority groups of chemicals, for which more than 40% of their members are of concern. Finally, we examine data gaps regarding the basic properties, hazards, uses and exposure potential of plastic chemicals. Our work maps the chemical landscape of plastics and contributes to setting the baseline for a transition towards safer and more sustainable materials and products. We propose that removing known chemicals of concern, disclosing the chemical composition and simplifying the formulation of plastics can provide pathways towards this goal.
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Main
Plastic pollution is a pervasive and growing global problem affecting all dimensions of the triple planetary crisis8,9,10. Awareness of this issue has grown in recent years, and all United Nations member states committed to creating an international legally binding instrument to end plastic pollution in 2022 (ref. 5). Achieving this ambitious goal not only requires a holistic approach that addresses the entire life cycle of plastics but also encapsulates a vision to make plastics safer and more sustainable. Indeed, chemical safety is key to both, yet it is often neglected in these transition processes, creating a critical gap in the overall strategy to prevent and mitigate the impacts of plastics on human health and the environment globally.
Plastics contain complex mixtures of chemicals, including the polymer backbone and additives as well as unreacted starting substances, residual processing aids and non-intentionally added substances (NIASs), such as impurities and reaction by-products11,12,13. These chemicals can be released throughout the entire plastic life cycle, from feedstock extraction and production to use and waste7,14,15,16,17,18,19. Specific end-of-life treatments, such as uncontrolled landfilling or incineration, can further exacerbate chemical releases20,21. This leads to widespread human and environmental exposures that can result in health impacts, with strong epidemiological evidence linking certain plastic chemicals to reproductive, neurodevelopmental, immune and metabolic disorders3.
Plastic chemicals may also impede the transition to a circular economy, including technological solutions to plastic pollution6. For instance, increasing the reuse of plastic products can increase the release of chemicals22,23, and uncontrolled recycling can further perpetuate the spread of hazardous chemicals in products with high exposure potential, such as food packaging and toys24,25. Chemicals in plastics can also hinder sorting and recycling and thereby impede the production of high-quality secondary materials6,26,27. Transitioning to safer plastics and a sustainable plastics economy, therefore, requires a better understanding of the chemicals involved, including their properties, functions, hazards, prevalence and releases.
At present, crucial information on plastic chemicals remains scattered across the public domain or restricted within the private sector. Previous efforts to compile an overview of the chemical diversity of plastics26,27,28,29 have jointly identified more than 13,000 known plastic chemicals30. However, these studies are domain specific (for example, food contact plastics and plastic toys), lack a comprehensive assessment of hazards and other relevant properties, or focus on intentionally added chemicals. To address these gaps and equip the scientific community with the evidence needed to design safer plastics, we provide a comprehensive and consistent global inventory of known plastic chemicals, including relevant information on their properties, presence in plastics and regulation.
Taking this one step further, we identify chemicals of concern in plastics. We develop a hazard-based approach to classify chemicals as of concern if they are persistent, bioaccumulative, mobile or toxic. We also introduce a new approach to identify groups of chemicals of concern on the basis of their structure. The combination of these components creates a robust framework that addresses existing challenges in making plastics safer (Methods, Extended Data Fig. 1 and Supplementary Text 1) and can be translated to other domains, such as industrial sectors and materials. Finally, we outline pathways towards creating safer plastics by removing chemicals of concern, improving transparency and chemical simplification.
Global inventory of plastic chemicals
We identify 16,325 unique chemicals that can be intentionally used or are unintentionally present in plastics by collating and harmonizing information from seven sources17,25,26,27,28,29,31 (Methods, Extended Data Fig. 2, Supplementary Text 2 and Supplementary Table 1), forming the core of the PlastChem inventory. We use their active Chemical Abstracts Service Registry Numbers (CAS RNs) as the unique identifiers to annotate additional information. We also incorporate structural information as Simplified Molecular Input Line Entry System (SMILES) or International Chemical Identifier (InChI) strings for a subset of 12,658 chemicals (Fig. 1a). The inventory contains another 1,607 substances for which we could not retrieve valid CAS RNs, resulting in a total of 17,932 entries. However, we exclude chemicals without valid CAS RN from further analysis as these cannot be traced across sources or de-duplicated. By including new information on chemicals detected in plastics, this inventory expands the known universe of plastic chemicals by >3,000 substances compared to previous work30.
Fig. 1: Overview of plastic chemicals in the inventory, and their basic chemistry and functions.

a, Overview of the chemicals in the PlastChem inventory, showing the original sources, the duplicates, the chemicals with CAS RNs and their basic chemistry. b, Example of major chemistries of the organic compounds in the inventory. c, Functions of plastic chemicals organized by top-level classes. Coloured lines show connections between chemicals used for multiple functions within the same class; grey lines indicate that functions spread across multiple classes. Only functions with >10 chemicals are shown. ‘Others’ in additives include anti-fog additives, pigments, ultraviolet-absorbing agents and other unspecified additives, and ‘others’ in processing aids include polymerization aids and surfactants. For details, see Supplementary Text 3.
Source Data
We take a deep dive into the chemical and functional space of these plastic chemicals. Most chemicals (12,658) are discrete compounds with known structures (Fig. 1a), covering inorganic, organic and organometallic chemistries, and spanning a wide space of physicochemical properties (Fig. 1b and Extended Data Fig. 3). For 3,667 substances (23% of the inventory), defined chemical structures and properties are lacking in the public domain. These include substances of unknown or variable composition, complex reaction products or biological materials (UVCBs), mixtures and polymers. For around 1,500 of them, the available structural information refers only to a minor part of the compounds they contain32. Owing to their ambiguous chemical compositions, these 3,667 substances cannot be assessed with confidence.
Plastic chemicals serve diverse functions (Fig. 1c). Consolidating the different terminologies used previously26,27,28 (Methods, Supplementary Text 3 and Supplementary Tables 2 and 3), we identify four top-level classes; that is, 5,776 plastic additives, 3,498 processing aids, 1,975 starting substances and 1,788 NIASs (Fig. 1c; see Supplementary Text 1 for definitions). Additives are the most diverse class covering 16 major functions, the most prevalent being colourants (3,674 chemicals), fillers (1,836), biozides (1,552) and plasticizers (883). Many different chemistries can serve the same function, and at least 4,054 substances have multiple functions at different stages of the plastic life cycle. For example, bisphenol A (CAS RN 80-05-7) functions as a co-monomer for polycarbonates and epoxy resins, a crosslinking agent in fluoroelastomers, an intermediate for producing the flame-retardant tetrabromobisphenol A (CAS RN 79-94-7), an antioxidant and a light stabilizer. These findings reveal the structural and functional diversity of plastic chemicals, as well as a substantial overlap in their roles.
Chemicals of concern in plastics
Building on the inventory, we identify 4,219 chemicals of concern, representing one-quarter of all known plastic chemicals. We classify a chemical as of concern according to four broad hazard criteria, namely its persistence (P), bioaccumulation (B), mobility (M) and toxicity (T; Fig. 2a, Methods and Supplementary Text 4). The identification of chemicals of concern is based on information originating from 15 regulatory sources with high reliability (Methods and Supplementary Tables 4 and 5), either through robust assessments by government authorities, or through industry self-reporting, which tends towards under-reporting33. More than half of the chemicals of concern (2,388) are classified as hazardous by at least two sources (Supplementary Table 6). The approach can be considered conservative as we do not include hazard information from the scientific literature. Considering that 10,726 plastic chemicals (66%) lack official hazard classifications by regulatory agencies or industry, it stands to reason that there could be more chemicals of concern in plastics than the ones identified here.
Fig. 2: Chemicals of concern in plastics, and their hazard classes and traits.

a, Number of the chemicals identified as of concern, less hazardous, not hazardous, and those without data or under development. The outer circle represents chemicals that are globally regulated. b, Number of chemicals of concern fulfilling the hazard criteria (P, persistence; B, bioaccumulation; M, mobility; and T, toxicity) and specific hazard traits (Aq. tox., aquatic toxicity; STOT, specific target organ toxicity; CMR, carcinogenic, mutagenic or toxic for reproduction; POP, persistent organic pollutant; PMT, persistent, mobile and toxic; PBT, persistent, bioaccumulative and toxic; EDC, endocrine-disrupting chemical; vPvM, very persistent and very mobile; vPvB, very persistent and very bioaccumulative). For details, see Supplementary Text 4.
Source data
Although the chemical identities of most of the 3,667 UVCBs, mixtures and polymers are incompletely understood or unknown, regulatory information supports the identification of 619 of them as chemicals of concern. Furthermore, the fact that >10% of polymers are hazardous challenges views that they do not pose any serious hazard owing to their large molecular weight34. Therefore, it is critical to improve our understanding of the chemical identities and hazards of UVCBs, mixtures and polymers32,34,35.
We also find that hazard classification distributes unevenly across chemicals of concern, with most being classified as toxic. One chemical (1,2,3-trichlorobenzene; CAS RN 87-61-6) fulfils all hazard criteria, 340 chemicals meet 3 criteria (that is, they are persistent, bioaccumulative and toxic (PBT) or persistent, mobile and toxic (PMT) chemicals) and 3,844 chemicals have been classified only as toxic to the aquatic environment (2,760) and/or to human health (2,421; Fig. 2b). Regarding the toxicity criterion, 1,774 chemicals are toxic for specific organs (STOT, for example, liver), 1,489 are carcinogenic, mutagenic or toxic for reproduction (CMR), and 47 are endocrine-disrupting chemicals (EDC, Extended Data Fig. 4). One reason for few plastic chemicals being classified as persistent, bioaccumulative or mobile is that we consider only chemicals that have undergone assessments for PBT, PMT, very persistent and very bioaccumulative (vPvB) or very persistent and very mobile (vPvM) properties (<4% of all chemicals), excluding those whose P, B or M properties have been assessed separately.
An additional 1,191 chemicals are less hazardous, as they have lower hazard levels according to the European Union’s Regulation on Classification, Labelling and Packaging of Substances and Mixtures (for example, class 2 for reproductive toxicity or mutagenicity)36. Only 161 chemicals have evidence suggesting that they are not hazardous, although such classification may not necessarily be conclusive as none of these chemicals has been evaluated for all four hazard criteria. Indeed, all 161 compounds are classified as non-toxic, but only 12 of them are not persistent and bioaccumulative, properties considered concerning on their own. Given the lack of relevant hazard information, caution needs to be taken to not confuse this absence of evidence with evidence for absence of harm.
Presence in and release from plastics
In addition to identifying chemicals of concern, we compile additional evidence for 6,278 chemicals showing that these are marketed for use in plastic production (2,899), detected in plastics in scientific studies (3,178) or shown to be released from plastics in migration experiments (1,572)17,25,26 (Methods and Supplementary Text 5). Almost 30% of these compounds (1,875) are chemicals of concern. These include 850 chemicals with empirical evidence for presence in plastics and 508 with evidence for release (for example, into foodstuffs). This indicates that exposure to those chemicals is probable, although the prevalence and extent remains unknown. Notably, 1,322 known chemicals of concern are marketed for use in plastics manufacturing. This sheds light on the fact that many chemicals of concern are intentionally used or unintentionally present in plastics and can be released. Although our analysis is only qualitative, we argue that the exposure potential of these chemicals is high, especially considering that some have additional sources of exposure unrelated to plastics.
We next explore whether plastics made of certain polymer types may be particularly prone to contain chemicals of concern. Although information on the use of chemicals in specific polymer types is incomplete, we find that at least 400 chemicals of concern are associated with each major polymer type (Fig. 3a). For example, out of the 472 chemicals of concern detected in polyethylene terephthalate (PET), 143 have evidence for being released, including into foodstuffs. PET shares 163 of these 472 chemicals of concern with polyvinyl chloride (PVC; Fig. 3b), a polymer type often considered problematic for environment and health37. This suggests that chemicals of concern are associated with all major polymer types (Fig. 3c).
Fig. 3: Use and detection of plastic chemicals in major polymer types.

a, Number of chemicals and chemicals of concern commercially used or detected in major polymer types. Polymer types with highest data availability are shown and details on the remaining polymer types are provided in Extended Data Fig. 5. PA, polyamide; PE, polyethylene; ABS, acrylonitrile butadiene styrene; PS, polystyrene. b, Comparison of chemicals used or detected in PET and PVC. Chemicals of concern are shown in red. c, Overlap of chemicals used and detected in major polymer types.
Source data
Data availability varies with polymer type, with most information being available for PET and polypropylene (PP; Extended Data Fig. 5). The fraction of chemicals of concern that are associated with a specific polymer type ranges from 31% in PET to 62% in polyurethane (PUR), with the highest prevalence in PUR, PVC (48%) and PP (45%). Notably, much less information is available for other polymer types, in particular for bio-based and/or biodegradable plastics. For example, we find very limited information on which chemicals are marketed for use in polylactic acid, and empirical evidence is scarce. Nevertheless, out of the 35 chemicals that have been detected in polylactic acid, 22 are of concern, a similar proportion of chemicals of concern as in fossil-based plastics. This highlights that the use of chemicals of concern extends to so-called bioplastics as well.
State of governance of plastic chemicals
To better understand the state of play of the global governance, we assess which plastic chemicals are covered by Multilateral Environmental Agreements (Methods, Supplementary Text 6 and Supplementary Table 7). We find that only 6% of all plastic chemicals (980) are regulated under the Basel, Stockholm and Minamata Conventions, and the Montreal Protocol. These regulations address specific chemical classes (for example, persistent organic pollutants and mercury-containing substances), and some of them regulate chemicals only in certain stages of the life cycle (that is, waste in the Basel Convention). Of the 4,219 chemicals of concern identified, 568 are regulated under these Multilateral Environmental Agreements (Fig. 2a). However, most chemicals of concern (3,651) remain unregulated globally, despite plastic chemicals, materials, products and waste being globally traded. National regulations cover an additional 1,021 chemicals, although implementation and oversight vary widely across regions. This implies that a substantial governance gap exists regarding chemicals of concern in plastics.
Grouping to address chemicals of concern
Given the vast number and diversity of plastic chemicals, along with the many unknowns and data gaps, managing them individually is both challenging and inefficient. As a pragmatic solution, we group chemicals on the basis of structural similarities. Grouping also helps prevent regrettable substitutions, specifically in cases of ‘drop-in’ substitution, in which a known chemical of concern is replaced by a structurally similar chemical with similar hazard properties38,39. Grouping of chemicals also has regulatory precedent, for instance, in the Montreal Protocol, Stockholm Convention and European REACH regulation38.
We group more than 10,000 plastic chemicals (Methods, Supplementary Text 7 and Supplementary Table 8), resulting in 28 groups with clear structural similarities and containing at least 10 members each. The largest groups are alkenes (802 chemicals), silanes, siloxanes and silicones (443) and per- and polyfluoroalkyl substances (PFASs; 440), and parabens (10) is the smallest group. We prioritize 15 groups of chemicals of concern, with each group consisting of at least 40% of known chemicals of concern or having strong evidence for the entire group to be hazardous (for example, PFASs40,41, chlorinated paraffins42; Fig. 4 and Supplementary Tables 9 and 10). Among these 15 groups, aromatic amines, aralkyl aldehydes and alkylphenols are made up of more than 75% of chemicals of concern. Grouping plastic chemicals can support an efficient management and redesign of plastics by eliminating the need to fill data gaps and preventing regrettable substitutions. However, the grouping process also has some technical challenges, primarily due to the lack of a single automated tool for categorizing a large number of substances. Instead, various techniques are necessary. For instance, an algorithm helped identify homologue series covering more than 2,000 chemicals, but further expert evaluation is needed to refine these groups (see Methods for further details). To address these issues, better structural identifiers and automated grouping tools are needed.
Fig. 4: Proportion of chemicals of concern in major groups of plastic chemicals.

Major groups of chemicals based on their structure and the proportion of chemicals of concern in each group, the group size and the availability of hazard data for the chemicals. The grey shading indicates priority groups of chemicals. aRegulated globally; borganometallics containing lead, chromium, antimony, tin, cadmium, and nickel; cnot regulated globally. The hazard data availability shows the percentage of chemicals within each group that have hazard data in the consulted sources. For details, see Supplementary Text 7. PAHs, polycyclic aromatic hydrocarbons; PCBs, polychlorinated biphenyls.
Source data
Pathways towards safer plastics
Our study shows that the universe of chemicals in plastics is vast, with more than 16,000 known plastic chemicals, including in excess of 4,200 chemicals of concern. This poses two major challenges for the safety, sustainability and circularity of plastics. First, the sheer number of plastic chemicals exceeds the capacity of manufacturers and governments to ensure their safety, with more than 10,000 chemicals remaining to be tested and assessed. Second, we present robust evidence for the presence of numerous, well-established chemicals of concern, based on regulatory data and including their commercial use and detection in plastics. This suggests that plastic products on the global market can contain and release substances known to harm human health or the environment, across all major polymer types. Collectively, this raises the question of how the safety of plastics can be improved.
Removing known chemicals of concern, whether voluntarily or through regulatory measures, is a crucial first step in making plastics safer. This can be guided by the essential use concept, which involves three key considerations43,44,45. First, chemicals of concern that are not necessary for the performance of a material, product or service can be removed. Second, chemicals of concern essential for health, safety or critical societal functions should be replaced with safer alternatives. Our results point towards the availability of alternatives as we find that many substances serve the same technical function (Fig. 1b). Finally, if one or more uses of a chemical of concern cannot be removed or replaced for the moment, innovative solutions, including new product design, should be fostered to substitute such uses. However, the major challenge in this process is the lack of suitable alternatives as indicated by the few non-hazardous chemicals we identify (Fig. 2a) and the high proportion of chemicals of concern in certain functions (for example, heat and light stabilizers; Extended Data Fig. 6). This emphasizes the need to develop safer plastic chemicals and create incentives for their adoption. Achieving this goal relies on suitable frameworks to guide chemical design, such as the ‘safe and sustainable by design’ framework46 as well as robust tools to evaluate the safety of alternatives.
We also identify many data gaps that prevent understanding the complete scope of plastic chemicals and their impacts on human health and the environment. For instance, 9% of chemicals in the inventory lack basic structural information, 25% lack chemical property data, more than 50% miss details on their functions or presence in plastics, and 66% have no hazard information (Extended Data Fig. 7). By logic, the safety of these chemicals cannot be ascertained, and our assessment of chemicals of concern remains incomplete. This has multiple reasons, including the limitations of using CAS RNs for tracking information (for example, use of multiple CAS RNs per chemical, or the same CAS RN for multiple chemicals32,47). However, major uncertainties in our work originate from the lack of transparency, as manufacturers do not publicly disclose the chemical composition of their materials and products23. Accordingly, the PlastChem inventory may not reflect the dynamic changes in the plastics and chemical market. Removing existing barriers to information and creating more transparency within supply chains and the public domain48 is key for resolving these issues.
Redesigning plastic materials and products towards safety and sustainability is essential to enable a transition towards a non-toxic circular economy46. Removing known chemicals of concern and improving transparency are necessary but not sufficient to address the chemical complexity of plastics. It is improbable that regulators and scientists can determine the impacts of 16,000 plastic chemicals on human health and the environment in a timely manner, particularly as new ones continue to proliferate. Therefore, a simplification of plastics is needed49. This includes minimizing the number and molecular complexity of chemicals intentionally used in plastics as well as optimizing production processes to mitigate the introduction and generation of NIASs (for instance, by using additives with higher purity). The aforementioned redesign should start with critically assessing the true needs for specific chemical functionalities in specific plastic applications. This requires engaging with all relevant stakeholders, in particular plastic manufacturers48.
Our work sets the baseline for the transition to a safer, more sustainable and circular plastics economy by mapping the chemical complexity of plastics consistently and comprehensively. It also provides scientists and other stakeholders working towards such transition with consolidated information on plastic chemicals, their hazards and regulation, their uses and functions, and their detection in polymer types. A dedicated list of chemicals of concern and the associated chemical groups will further help to avoid problematic chemistries in the design and manufacture of plastics.
Methods
Rationale and conceptual considerations
We built a comprehensive and globally applicable inventory of all known plastics chemicals and developed an innovative framework combining hazard and grouping components with the aim to facilitate a transition towards safer plastics. We define plastic chemicals as all chemicals that can be present in plastic materials and products, including the polymer backbone, intentionally added substances (that is, starting substances, processing aids and additives) and NIASs (for example, impurities, unreacted intermediates, reaction by-products and degradation products). The fact that some plastic chemicals may have additional uses in non-plastic applications has no bearing on their inclusion. Contaminants sorbing to plastics during use or end-of-life are not considered plastic chemicals. See complete definitions in Supplementary Text 1.
To identify chemicals of concern in plastics, we developed and applied a hazard-based approach. In brief, we classified a plastic chemical as of concern on the basis of the criteria of persistence, bioaccumulation, mobility and toxicity. The rationale for taking this approach is threefold. First, we argue that plastics should not contain hazardous chemicals, to protect human health and the environment. Although this approach might be considered conservative, it enables scientists and businesses to improve the safety of plastics and proactively prevent potential harm in a timely and efficient manner. Second, we posit that exposure to most plastic chemicals is probable given that most are not covalently bound to the polymer. This is backed by empirical evidence showing that 83% of the 1,788 chemicals tested for release from plastic food contact materials indeed migrate into foodstuff17,25. Third, we reason that an alternative risk-based approach is neither efficient nor effective—and often infeasible—to identify chemicals of concern owing to numerous practical challenges, blind spots and high implementation costs that would unduly delay a transition to safer plastics.
Apart from the identification of chemicals of concern, we collected additional evidence on the use, presence and release of plastic chemicals. We use this information to link chemicals to specific polymer types, shed light on which compounds are intentionally added to plastics (commercial use) and infer their exposure potential. Although the last of these is only qualitative, it suggests that human and environmental exposures to these chemicals are probable, given that scientific studies demonstrate their migration or volatilization into foodstuff or environmental media.
We grouped plastic chemicals on the basis of their structure to efficiently address chemicals of concern as well as regrettable ‘drop-in’ substitutions (that is, replacing a chemical of concern with a structurally very similar compound). We assumed a chemical without hazard data is ‘guilty by association’ if it is part of a group that consists of many known chemicals of concern. This is supported by ample evidence available for certain groups, such as bisphenols50, as well as the fact that the structure of a chemical determines its hazards. In combination with the hazard-based approach, such chemical grouping offers a robust framework to improve the chemical safety of plastics in a timely and efficient manner.
Building the PlastChem inventory
We built the PlastChem inventory by: compiling and harmonizing information from seven prior databases; retrieving additional and updated information on hazard classifications and regulatory status from 15 authoritative sources (latest update August 2023) to identify chemicals of concern; integrating data on the use, detection and release of chemicals in and from plastics; and grouping the chemicals on the basis of their structure (Extended Data Fig. 1). All data engineering work was performed using R (R Consortium, 2023) and Microsoft Excel (see Data and Code availability).
Core of the PlastChem inventory
We compiled and harmonized information from prior databases that had identified chemicals in plastics, relying on six peer-reviewed and one regulatory source. As a first step, we retrieved lists of plastic chemicals from seven sources, including: the dataset of ref. 27; the database of Chemicals associated with Plastic Packaging (CPPdb, version 1)28; the European Union (EU) list of Authorized Substances Annex I, Plastic Food Regulation 10/2011/EU (PFCRdb)31; the Food Contact Chemicals database (FCCdb, version 5)29; the PlasticMAP dataset26; the dataset on Migrating and Extractable Food Contact Chemicals (FCCmigex, version February 2023)17; and the LitChemPlast dataset (version June 2023)25. Given the scale of the results, we deemed verifying the original sources not feasible and accepted the entries in the seven databases as plastic chemicals.
To identify chemical structures, compile data from various sources and assemble the inventory, we used CAS RNs or chemical names (when CAS RNs were invalid or unavailable) with the automatic Application Programming Interface services of PubChem. The information retrieved included the PubChem Compound Identification (CID), molecular formula, molecular weight, canonical SMILES, isomeric SMILES, InChI, InChIKey, IUPAC name, predicted octanol/water partition coefficient (XLogP), exact mass, monoisotopic mass, topological polar surface area, complexity and charge. CAS RNs were validated according to CAS guidelines51. Further details are available in Supplementary Text 2.
Despite thorough quality assurance and control, some uncertainties may remain in the inventory (Supplementary Text 2). For example, 400 duplicates were identified, originating from the use of multiple names for the same chemical or from non-unique CAS RNs that correspond to multiple substances. These duplicates are shown in an additional file in the inventory. Of these, 188 chemicals were manually selected by expert judgement for inclusion in the main inventory, as they were deemed the most likely matches for the corresponding CAS RNs. Although we validated and curated the CAS RNs to reduce duplication, additional duplicates may still exist.
Information on functions and regulation
Additional information on the known functions of plastic chemicals and their regulatory status is also included in the PlastChem inventory. Briefly, the functions were gathered from ref. 27, CPPdb28 and PlasticMAP26, aligned to a common terminology and assigned larger functional classes (starting substances, additives, processing aids and NIASs). See further details in Supplementary Text 3.
To integrate regulatory information, we compiled information from the Basel, Stockholm and Minamata Conventions, along with the Montreal Protocol, to identify the chemicals globally regulated under Multilateral Environmental Agreements at present. In addition, we also included regional and national lists of chemicals that were easily accessible, including chemicals regulated in the EU, Japan, the Republic of Korea and the USA, along with those substances regulated under the Rotterdam Convention. See further details in Supplementary Text 6.
Identification of chemicals of concern
Hazard information was collected from 15 regulatory sources, some of which aligned with the Globally Harmonized System of Classification and Labelling (Supplementary Table 4). This information is consistent with the principles outlined in the EU Chemicals Strategy for Sustainability52 and the updated Classification, Labelling and Packaging of Substances and Mixtures regulation36. We did not include hazard information from the scientific literature because relevant studies are either already synthesized in the regulatory sources or would require individual quality assessment, data extraction and analysis. Accordingly, we consider the regulatory sources used as authoritative.
We applied a stepwise process to harmonize the compiled hazard information and translate it into a single hazard score per chemical. First, chemicals with hazard data for a specific trait (for example, carcinogenicity) were assigned a score ranging from 0 to 2, with 0 indicating non-hazardous, 0.5 indicating less hazardous, 1 indicating hazardous, and 2 indicating very hazardous (Supplementary Table 5). Chemicals with hazard evaluations under development, postponed or pending received a score of 0.25 to reflect that these are undergoing assessment but have not been classified yet. A blank indicates that no information is available. In cases of multiple classifications per source, we used the highest scores for each trait, with regulatory information taking precedence over industry data. As a second step, we aggregated the individual scores per trait into a single score for each hazard criterion (P, B, M and T) using the highest score whenever multiple traits within a criterion had information, retaining the 0–2 scoring system as described above. Finally, the maximum score across the P, B, M and T criteria resulted in a unique hazard score for each chemical that we used to identify chemicals of concern when the score was ≥1, indicating that a chemical of concern fulfils at least one hazard criterion. Additionally, we calculated the sum of hazard scores across the P, B, M and T criteria, ranging from 0 to 8, and provide an evidence score reflecting the number of sources that classify a chemical as hazardous for the same criterion, ranging from 0 to 31. Further details are available in Supplementary Text 4.
Use, presence and release information
We compiled and harmonized data on the use, presence and release of chemicals in plastic polymers from FCCmigex17, PlasticMAP26 and LitChemPlast25. Presence data were derived from studies performing extraction experiments (for example, with solvents); release data came from studies performing migration experiments (for example, with food simulants). Chemicals with release data were assigned a score of 2, and those with only presence data received a score of 1. Data on the commercial use of plastic chemicals were sourced from PlasticMAP and given lower priority (score of 0.5 if no presence or release data are available). Chemicals with inconclusive information were scored 0.25, and substances that were analysed but not detected in experimental studies were scored 0. Finally, chemicals without data received a blank. See Supplementary Text 5 for further details.
Grouping and groups of concern
Plastic chemicals were grouped on the basis of their structures following two approaches (details in Supplementary Text 7). In brief, the first approach consisted of searching a predefined set of keys in the chemical names to identify inorganic compounds, organometallics and metalorganics, UVCBs, polymers and mixtures. This was followed by searching the name and chemical symbol of respective elements in the chemical names and SMILES to identify organohalogens, organophosphates, organosilicons and various chemicals containing certain metal(loid) elements. The second approach consisted of matching chemicals in the PlastChem inventory with existing lists of chemical groups (list in Supplementary Text 7). In addition, we applied expert judgement to identify PFASs from all organofluorine chemicals, as well as those PFASs and chlorinated paraffins regulated under the Stockholm Convention.
Groups of plastic chemicals were prioritized on the basis of the number of chemicals of concern they contain. As some groups of chemicals lack hazard data, our prioritization considers only groups with sufficient information. Starting with more than 100 initial groups, we isolated relevant groups by excluding groups that were too large and unspecific (for example, mixtures), groups that are regulated internationally, and groups with too few members. The final selection of prioritized groups was ranked on the basis of the proportion of known chemicals of concern they contain. This follows the rationale that groups consisting of many hazardous chemicals have more evidence for being concerning. Priority was assigned to groups for which ≥40% of the members are chemicals of concern or if additional scientific considerations pointed towards group-specific hazards (details in Supplementary Text 6 and Supplementary Table 9).
During the grouping, we also identified some technical challenges. Notably, no single automated tool is available to consistently group large numbers of chemicals. Instead, a combination of various techniques is required. For example, we used an algorithm53 to identify homologue series containing repeating units of –CH2–, –CF2–, –CF2O– or –CF2CF2O–, covering more than 2,000 substances. Additionally, it is possible to identify UVCBs, polymers and other mixtures using predefined keyword searches47. However, in both cases, the subsequent assignment into more specific groups (for example, PFASs) requires manual inspection and expert judgement. This is due to a lack of machine-processable structural identifiers for these substances. Therefore, the manual curation of grouping and certain entries may have introduced some inconsistencies in our inventory. More work is needed to improve the availability of unique structural identifiers for chemicals on the global market, and to develop cheminformatics tools for grouping.
Data availability
This study is based on the PlastChem report54 (https://doi.org/10.5281/zenodo.10701706), which also contains the PlastChem inventory. Supplementary Data are freely available as part of the Supplementary Information. Source data are provided with this paper.
Code availability
All code necessary to assemble the PlastChem inventory is publicly available at GitHub via https://github.com/PlastChem/DB.
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Extended data figures and tables
Extended Data Fig. 1 Workflow of compiling the PlastChem inventory.
The core inventory compiles and harmonizes data on plastic chemicals from six peer-reviewed and one regulatory source. Hazard information from 15 authoritative sources is scored using a consistent methodology. Additional data on function, use, occurrence, and release of plastic chemicals derive from the peer-reviewed literature. Regulatory data originate from four Multilateral Environmental Agreements and five regional or national legislative frameworks. Over 10,000 chemicals are grouped based on their structure, and 15 are priority groups identified.
Extended Data Fig. 2 Overlap between the sources used to assemble the PlastChem inventory.
The seven sources used to compile the inventory show considerable intersection in the plastic chemicals (numbers) they report. However, the presence of many unique plastic chemicals highlights the importance of consolidating the available information into one consistent inventory. Overlaps of <100 are not shown.
Source data
Extended Data Fig. 3 Chemical coverage of the chemicals included in the PlastChem inventory.
Red dots indicate chemicals of concern, orange dots indicate the less hazardous substances. Log Kow predictions were performed using the OPERA QSAR suite (v2.9.1, LogP module v2.6, QMRF: Q17-16-0016)55. After OPERA’s standardization process from the 12,114 unique canonical SMILES of the PlastChem inventory, 783 structures were discarded, leaving 11,331 chemical structures for prediction. The molecular weights of these standardized structures were used for visualization. Resulting predictions were quality-assessed using OPERA’s applicability domains (ADs) and the guidelines in55. Results within the global AD (global AD = 1) and local AD > 0.6, even outside the global AD (i.e., global AD = 0) were considered, resulting in 6,393 reliable Kow values for visualization. Structures without reliable predictions were assigned a value of -Inf to allow for molecular weight visualization without affecting log Kow histograms.
Source Data
Extended Data Fig. 4 Overlap of the hazard criteria (left) and traits (right) of chemicals of concern.
Out of all chemicals of concern, 4,184 are classified as toxic, 225 as persistent, bioaccumulative and toxic, and 116 as persistent, mobile and toxic. Twelve and 23 are very persistent and bioaccumulative, and very persistent and very mobile without having been classified as toxic, respectively. The hazard traits for toxicity are dominated by chemicals being toxic to the aquatic environment (2,760), to specific organs (1,774), and being carcinogenic, mutagenic or reprotoxic (1,489).
Source Data
Extended Data Fig. 5 Use and detection of plastic chemicals across polymer types.
Number of chemicals and chemicals of concern commercially used or detected in all polymer types investigated in PlastChem. Note that the detected chemicals (right) may also have information on their commercial use (not shown here) and that the chemicals with information on use (left) have not been analysed or detected in plastics. LDPE = Low-density polyethylene, PA = Polyamide, HDPE = High-density polyethylene, PE = Polyethylene, PET = Polyethylene terephthalate, PVC = Polyvinyl chloride, PUR = Polyurethane, PP = Polypropylene, PS = Polystyrene, EPS = Expanded polystyrene, HIPS = High impact polystyrene, ABS = Acrylonitrile butadiene styrene, PC = Polycarbonate, EVA = Ethylene-vinyl acetate, PMMA = poly(methyl methacrylate), PVA = polyvinyl alcohol, SAN = Styrene-acrylonitrile resin, PLA = Polylactic acid, PHA = polyhydroxyalkanoates, PBS = Polybutylene succinate, PBAT = Polybutylene adipate terephthalate.
Source Data
Extended Data Fig. 6 Proportion of chemicals of concern across major functions of plastic chemicals (left) and hazard data availability for these chemicals.
The percentage of hazard data availability shows the percentage of chemicals within each function group that have hazard data available in the consulted sources. For details see Supplementary Information Text S2.
Source Data
Extended Data Fig. 7 Overview of the data availability in the PlastChem inventory.
The figure presents the number of chemicals of the PlastChem inventory with data on use, presence and release, hazards, and functions, and their overlaps.
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Abstract
Unravelling the volcanic history of the enigmatic lunar farside is essential for understanding the hemispheric dichotomy of the Moon1,2,3. Cratering chronology established for the lunar nearside has been used to suggest long-lived volcanism on the farside of the Moon3,4 but without sample verification. We describe two episodes of basaltic volcanism identified by Pb–Pb dating of basalt fragments returned by the Chang’e-6 mission. One high-Al basalt fragment, dated at 4,203 ± 4 million years ago (Ma), has a source 238U/204Pb ratio (µ value) of approximately 1,620, implying a KREEP-rich (K, rare earth elements and P) source for this oldest-known example of basaltic volcanism among returned samples. The main volcanic episode of the Chang’e-6 basalt documents a surprisingly young eruption age of 2,807 ± 3 Ma, which has not been observed on the nearside of the Moon. The initial Pb isotope compositions of these younger basalts indicate a derivation from a source with a µ value of approximately 360, indicating a KREEP-poor mantle source. Mare volcanism on the lunar farside thus persisted for over 1.4 billion years, even if the source was depleted in heat-producing elements. The consistency between the 2.8-billion-year basalt age and the crater-counting age indicates that the cratering chronology model established for the lunar nearside is also applicable to the farside of the Moon.
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The enigmatic asymmetry between the nearside and the farside of the Moon—encompassing basalt distribution5,6, topography7, crustal thickness8 and thorium (Th) concentration9—is a long-standing unresolved conundrum. Mare and cryptomare basalts cover approximately 18% of the lunar surface2, with approximately 93% on the nearside and only approximately 7% on the farside10. A comprehensive understanding of the lunar hemispheric dichotomy requires knowledge of both the radiometric ages and petrogenesis of basaltic volcanism from both sides of the Moon. Studies of lunar basaltic samples returned by the Apollo, Luna and Chang’e-5 missions have established that nearside volcanism on the Moon occurred as early as 4.0 billion years ago (Ga)11 and continued until at least 2 Ga (refs. 12,13). Small-scale volcanism may also have occurred on the nearside as late as approximately 120 million years ago (Ma), as recorded by volcanic glass beads from Chang’e-5 samples14. Whether such prolonged volcanic activity occurred on the lunar farside remains unclear. Despite the lower frequency and volume of volcanic eruptions on the farside15, the chronology from impact crater size versus frequency distribution based on remote-sensing observations suggests that the age patterns of nearside and farside volcanism are potentially broadly similar2,3,4. However, the lack of samples returned from volcanic provinces on the lunar farside has heretofore precluded a robust comparison.
The South Pole–Aitken basin, located near the South Pole on the lunar farside16, has the thinnest crust on the Moon. Most of the farside basalts are concentrated in this region2,10. China’s Chang’e-6 mission, the first lunar mission to return samples from the farside of the Moon, landed on 2 June 2024 on the southern mare of the Apollo basin in the north-eastern South Pole–Aitken basin17 (Extended Data Fig. 1). Chang’e-6 successfully returned 1,935.3 g of lunar soil17, which provides a unique opportunity to study farside volcanism. The Chang’e-6 samples analysed in this study include two aliquots of soils scooped from the surface (samples CE6C0100YJFM002 of 2 g and CE6C0200YJFM001 of 3 g) allocated by the China National Space Administration.
Approximately 400 lithic fragments (over 300 μm in size) were randomly hand-picked and embedded in epoxy mounts. Micropetrographic observations revealed that basalt fragments account for approximately 30% of the selected lithic fragments. The basalt fragments exhibit a range of crystal sizes, from under 10 μm to 500 μm. Most of the basalt fragments (91%) show medium- to coarse-grained subophitic and poikilitic textures, with minor occurrences (9%) of porphyritic texture composed of phenocrysts larger than 300 μm and a cryptocrystalline to fine-grained matrix (Supplementary Fig. 1). Despite the variation in texture, the major mineral constituents of the basalt fragments are similar, comprising clinopyroxene, plagioclase and ilmenite, with minor troilite (Fig. 1 and Extended Data Fig. 2). Most ilmenite crystals cross-cut other major minerals. This crystallization sequence is common in low-titanium (Ti) basalts. Euhedral to subhedral phosphate minerals (such as apatite, merrillite and changesite-[Y]) and anhedral cristobalite are commonly found in basalt fragments with subophitic and poikilitic textures but are rare in porphyritic-type basalt fragments (Fig. 1 and Extended Data Fig. 2). Minor zirconium (Zr)-bearing minerals (such as baddeleyite, zirconolite and tranquillityite) occur as fine-grained euhedral to subhedral crystals, mostly less than 3 μm in size, and are present only in subophitic and poikilitic basalt fragments being absent in porphyritic fragments. These Zr-bearing minerals are often associated or intergrown with apatite, troilite, iron (Fe)-rich olivine and mesostasis, suggesting that they formed during the final crystallization stage of the basaltic magma (Fig. 1 and Extended Data Fig. 2).
Fig. 1: BSE images showing micropetrographic features of representative dated basalt fragments from Chang’e-6 samples.

a, Porphyritic basaltic fragment consisting of large phenocrysts and a cryptocrystalline to fine-grained matrix. b, Subhedral baddeleyite and apatite occur as intergranular phases and inclusions accompanied by Fe-rich olivine, troilite, clinopyroxene and plagioclase in a subophitic clast. c, Euhedral baddeleyite occurs as an intergranular phase associated with apatite and plagioclase in a poikilitic fragment. d, Micropetrographic features of a high-Al basalt fragment. The inset shows an intergrowth texture of baddeleyite, tranquillityite, apatite, ilmenite and clinopyroxene. Pits on the baddeleyite crystals indicate the in situ analytical spots for SIMS analysis. The areas of b and c where minerals were dated in the 2.8 Ga basalt fragments are highlighted with red rectangles in the corresponding insets. The Zr-bearing minerals (baddeleyite and tranquillityite) used for dating the 4.2 Ga basalt fragment are shown in the inset of d. The formation age, sample name and grain number are indicated in the bottom right corner of each image. Yellow arrows are used to indicate the location of fine-grained minerals. Four other representative basalt fragments are presented in Extended Data Fig. 2. BSE images of all 108 dated basalt fragments can be found in Supplementary Fig. 1. Ap, apatite; Bdy, baddeleyite; Cpx, clinopyroxene; Ilm, ilmenite; Ol, olivine; Pl, plagioclase; Tro, troilite; Trq, tranquillityite. Scale bars, 150 µm (a, inset of b, inset of c, d), 20 µm (b, c), 15 µm (inset of d).
Ages of Chang’e-6 basalt fragments
Radioisotopic dating was conducted on 108 basalt fragments, including nine porphyritic, 45 subophitic and 54 poikilitic fragments (Extended Data Table 1). All the basalt fragments in this study exhibit typical magmatic textures, allowing their ages to be interpreted as the formation ages associated with basaltic volcanism. The Pb isotopic compositions of various mineral phases in the Chang’e-6 basalt fragments were determined using a CAMECA IMS 1280HR secondary-ion mass spectrometer (SIMS; Supplementary Table 1). Given that the minerals have various grain sizes and Pb concentrations, primary oxygen beams with spot sizes of roughly 3 and 30 μm in diameter were used for Zr-bearing minerals and other phases, respectively (Methods). Pb isotopic compositions were measured to construct the Pb–Pb leftmost isochron12,18, the y intercepts of which represent the radiogenic 207Pb/206Pb ratios of basalt fragments, which can be converted to Pb–Pb ages.
Initially, we treated each basalt fragment as an individual sample (Extended Data Figs. 3 and 4), with potentially different ages and mantle sources. For the poikilitic fragments, Pb isotope analyses of three fragments yielded isochrons with consistent slopes around 162 and ages of 2,811 ± 44 Ma (Extended Data Fig. 3a,b), 2,811 ± 7 Ma (Extended Data Fig. 3c,d) and 2,762 ± 36 Ma (Extended Data Fig. 3e,f). Pb isotope compositions obtained from the other 50 poikilitic fragments also aligned with the approximately 2.8 Ga isochron, suggesting that they may be from the same episode of parent magma. Taken together, the analyses of various mineral phases with negligible terrestrial Pb contamination from 53 poikilitic fragments allowed us to construct a combined leftmost isochron yielding a Pb–Pb age of 2,807 ± 3 Ma (95% confidence level here and hereafter, except where otherwise noted; Extended Data Fig. 5a,b). We applied a similar procedure to the subophitic fragments. A leftmost isochron constructed from 18 analyses on a large subophitic fragment yielded an age of 2,813 ± 23 Ma (Extended Data Fig. 3g,h) and slope of 162 ± 9, closely matching that of the poikilitic fragments. Together with the Pb isotope compositions of the other 44 subophitic fragments, a leftmost isochron yielded a Pb–Pb age of 2,805 ± 4 Ma (Extended Data Fig. 5c,d). For porphyritic basalt fragments lacking visible Zr-bearing minerals, Pb isotope analyses were performed on pyroxene, plagioclase and the fine-grained matrix. The results for any single fragment defined an imprecise isochron, nonetheless they fell into the aforementioned approximately 2.8 Ga isochron (Extended Data Fig. 4). Overall, Pb isotope analyses (n = 79) of nine porphyritic clasts yielded a leftmost isochron Pb–Pb age of 2,815 ± 72 Ma (Extended Data Fig. 5e,f) with a slope like that from dating the poikilitic and subophitic basalt fragments within uncertainties, indicating that they were formed during the same volcanic episode despite the different petrographic textures. Taken together, the 167 analyses of various mineral phases with negligible terrestrial Pb contamination allowed us to construct an integrated leftmost isochron yielding a Pb–Pb age of 2,807 ± 3 Ma (Fig. 2a,b). Most (approximately 99%) of the basalt fragments studied have a consistent formation age of approximately 2.8 Ga, which was taken as representing the age of the main volcanic episode at the Chang’e-6 landing site. This age is an intermediate value between that of the approximately 2.0 Ga Chang’e-5 basalts and the 3.8–3.2 Ga Apollo basalts.
Fig. 2: Pb–Pb isochrons for the two episodes of basaltic volcanism identified in the Chang’e-6 basalts.

a, Integrated Pb–Pb isochron of the 2.8 Ga basalt showing the mixing between the radiogenic 207Pb/206Pb represented by the y intercept and the initial Pb composition (204Pb/206Pb = 0.00550 ± 0.00014 and 207Pb/206Pb = 1.085 ± 0.003). b, Enlarged section near the y intercept of the isochron in a, highlighting measurements of Zr-bearing minerals and apatite. c, Integrated Pb–Pb isochron of the 4.2 Ga basalt. The μ values (238U/204Pb ratios) of the mantle sources of two episodes of basalt volcanism are presented in the top left corners. Error bars represent 2 standard errors. The yellow lines are the best-fitting isochrons integrated from analyses with negligible terrestrial Pb contamination. The uncertainties of isochron ages are quoted at the 95% confidence level. conf., confidence level; MSWD, mean square weighted deviation; Pyx, pyroxene; Mtr, matrix.
Source data
The basalt fragment CE6C0100YJFM002-014 displays distinct petrographic characteristics with high proportions of plagioclase (Fig. 1d). Plagioclase crystals in this fragment show an initial increase and then a decrease of MgO with decreasing anorthite content (Extended Data Fig. 6a and Supplementary Table 2). This feature implies clinopyroxene crystallization following plagioclase, a typical sequence in high-aluminium (Al) basalt19, which is also supported by the decreasing Al2O3 content with decreasing Mg# (= molar Mg/(Mg + Fe)) of clinopyroxene (Extended Data Fig. 6b). The leftmost isochron constructed for baddeleyite, tranquillityite and silicate minerals yielded a y intercept for the radiogenic 207Pb/206Pb ratio of 0.48729 ± 0.0012 corresponding to a Pb–Pb age of 4,203 ± 4 Ma (Fig. 2c). To date, this is the oldest returned lunar high-Al basalt sample with a precise age determination, which has an approximately 0.1% uncertainty. Its age is comparable to the nearside 4.3–4.0 Ga high-Al basalt returned by Apollo missions20 but younger than the approximately 4.36 Ga high-Al volcanism documented in lunar meteorite Kalahari 009 (a monomict basaltic breccia). Spectral data reveal wide distributions of high-Al basalt on both sides of the Moon21,22, implying a potential nearside ejection origin. However, given that the high-Al basalt fragment studied exhibits a pristine magmatic texture with no evidence of impact-induced modification, we regard it as a local product of the lunar farside rather than ejecta from the nearside. Notably, the crater-counting age of the cryptomare region on the south of the Chang’e-6 landing site23,24 is approximately 4.05 Ga (ref. 4), consistent with the age of the high-Al basalt, within the uncertainty. Combined with remote-sensing observations showing that volcanic materials beneath the cryptomare are plagioclase-rich, the high-Al basalt fragment documented here most probably originated from this nearby cryptomare region. Therefore, the formation ages of 2.8 Ga for the main Chang’e-6 volcanic episode and 4.2 Ga for the high-Al basalt imply that volcanism on the lunar farside spanned at least 1.4 billion years.
Diverse mantle sources
Two main factors are thought to control the lunar dichotomy in terms of mare volcanism: (1) crust thickness25 and (2) the distribution of radioactive heat-producing elements26. Tracing the geochemical characteristics of the mantle sources of the two Chang’e-6 farside mare volcanic episodes informs not only the internal evolution of the lunar farside but also the potential of a dichotomy within the lunar mantle. The initial Pb isotopic compositions of the basalts and corresponding time-independent μ values (238U/204Pb ratios) of their mantle sources can be used to evaluate the enrichment or depletion of KREEP components (high concentrations of potassium (K), rare earth elements (REE) and phosphorous (P)) in the mantle sources.
Using a two-stage model for the lunar Pb isotopic evolution18 (Methods), the calculated μ values of the mantle sources for the two volcanic episodes identified are notably different, indicating two diverse mantle sources with varying degrees of KREEP component hybridization. The mantle source of the 4.2 Ga high-Al basalt exhibits a μ value of 1,620 ± 160, lower than that of the approximately 3.95–3.90 Ga nearside high-Al basalts or approximately 3.88 Ga KREEP basalt11 but significantly higher than those of mare basalts (Fig. 3). The compositions of this basalt fragment and its high-μ source features suggest a plagioclase-involved, KREEP-rich mantle source. Several mechanisms may account for this hybrid mantle source, such as mantle overturn or a giant impact27,28, which could transport KREEP material into the mantle or cause the assimilation of KREEP and plagioclase-rich materials as magma ascends to the lunar surface29. In any case, the formation of the 4.2 Ga high-Al basalt implies that portions of the KREEP component may have persisted in the farside mantle despite experiencing the older than the 4.2 Ga South Pole‐Aitken giant impact30,31,32,33.
Fig. 3: Mantle source μ values over time for returned nearside and farside lunar basalts and lunar basalt meteorites.

The μ value of the lunar magma ocean (LMO) representing the bulk Moon is indicated by the light grey band. Data are sourced from refs. 11,12,18,34,35,36,48,49. Error bars represent 2 standard errors. A11, Apollo 11 high-Ti basalts; A12, Apollo 12 low-Ti basalts; A14 high-Al, Apollo 14 high-Al basalts; A15, Apollo low-Ti basalts; A15 KREEP, Apollo 15 KREEP basalts; A17, Apollo 17 high-Ti basalts; CE-5, Chang’e-5 low-Ti basalts; CE-6 high-Al, Chang’e-6 high-Al basalts of approximately 4.2 Ga; CE-6 local, Chang’e-6 local low-Ti basalts of approximately 2.8 Ga.
Source data
The apparent progressive increase in μ values for mantle sources from 300–1,400 with decreasing formation age from 3.4–3.0 Ga, as recorded in Apollo low-Ti basalts and low-Ti and very-low-Ti basaltic meteorites11,18,34, implies a progressive contribution of KREEP-like components in the mantle sources of younger basalts34. This trend does not extend to samples as recent as 2.0 Ga, as shown by the Chang’e-5 basalt with a low-μ source feature12. We calculated the μ value of the mantle source of the 2.8 Ga Chang’e-6 basalt to be 360 ± 10, one of the lowest μ values reported for lunar maria (Fig. 3). Thus, this provides a constraint on the evolving composition of lunar mantle sources between 3 and 2 Ga and suggests that the main volcanic episode at the Chang’e-6 landing site was produced by the melting of a KREEP-poor source. Combined with the mantle source features of all returned basalts, the high-μ mantle sources dominated the formation of early basaltic volcanism (older than 3.9 Ga)11,18, whereas subsequent mare volcanism was predominantly produced by the melting of intermediate-μ and low-μ mantle sources11,12,34,35,36,37 (Fig. 3). This stark contrast indicates that the concentration of radioactive heat-producing elements was probably not a decisive factor in the mantle melting responsible for young lunar volcanism. The wide range of observed μ values of farside mantle sources identified in this study encompasses nearly most of those of nearside mantle sources11,12,18,34, except those of three special KREEP and high-Al basalts, and implies that there are comparable hemispheric mantle compositions on either side of the Moon. Instead then, the crustal thickness may, therefore, be the key factor controlling the volcanic asymmetry between the nearside and farside of the Moon.
Anchor point for cratering chronology
For the unexplored regions of the Moon, age estimates are mostly obtained using lunar crater-counting chronology5,38,39, which has even been extended to other terrestrial bodies within the inner Solar System40,41,42,43. Radiometric ages acquired for returned lunar samples, which anchor the relative dating of the crater-counting chronology model in absolute time, constitute the cornerstone of the method44. However, there is a large temporal gap in calibration anchor points for the cratering curve between approximately 3.2 and 2.0 Ga, with the 2.8 Ga Chang’e-6 basalts filling in this critical gap. Furthermore, the cratering model has not yet been validated with samples from the lunar farside, particularly regarding the debated issue of whether the impact probabilities on the farside and nearside are comparable or not. Therefore, the radiometric age of the main volcanic episode of the returned Chang’e-6 samples can be used to evaluate the applicability of the lunar crater-counting method on both sides of the Moon and, further, to compare the impact flux between the nearside and farside.
Remote-sensing observations suggest that basalts in the southern Apollo basin can be classified into low-Ti and medium-Ti types4,45. The Chang’e-6 landing site is in the medium-Ti region, and the suggested crater-counting ages are approximately 2.40 Ga (ref. 45) using the model of Neukum39 and approximately 2.49 Ga (ref. 46), approximately 2.50 Ga (ref. 47) and approximately 3.07 Ga (ref. 4) using the recently updated model of Yue et al.44 with the calibration of the Chang’e-5 anchor point (Fig. 4). The eruption age of the local basaltic volcanism at the Chang’e-6 landing site is dated at approximately 2.8 Ga, which aligns with the median range of published crater-counting model ages, within 10% uncertainties, using the model of Yue et al.44. This consistency suggests that the cratering chronology function established for the nearside of the Moon is also applicable to the lunar farside. Thus, the petrological analysis and radioisotope ages of the Chang’e-6 samples established in this study could be used to refine the current lunar crater-counting chronology function by providing another critical calibration point, thereby improving its precision.
Fig. 4: Lunar crater-counting chronology compared to the critical reference point of the radioisotope age of the Chang’e-6 local basalt.

The yellow, grey and cyan circles represent calibration points respectively derived from Apollo, Luna and Chang’e-5 samples39,44,50. The purple and light blue curves are the previous crater-counting chronology function of ref. 39 and the updated function incorporating the radioisotope age of the Chang’e-5 basalt12,44, respectively. The red circle represents the radioisotope age of the main volcanic phase of the returned Chang’e-6 samples. The red vertical line shows the range of published N(1) values of the cumulative frequencies of craters over 1 km in diameter in the Chang’e-6 landing region indicated by green points4,45,46,47. The error bars of N(1) values represent 1σ uncertainty, whereas the error bars of age represent 95% confidence. Inset, Zoom-in of the boxed area.
Source data
Methods
All sample preparation tasks and analyses, including scanning electron microscopy (SEM), electron microprobe analysis (EMPA) and SIMS, were conducted at the Institute of Geology and Geophysics, Chinese Academy of Sciences, in Beijing, China.
SEM analysis
The studied Chang’e-6 basalt fragments were embedded in epoxy mounts and then polished using a grinder with fine diamond pastes (grit sizes of 1 and 0.25 μm). For the SEM analysis, the samples were coated with an approximately 8 nm carbon layer. High-resolution backscattered electron (BSE) imaging and semi-quantitative energy-dispersive spectroscopy analyses were performed using a Thermo Scientific Apreo SEM and a Zeiss Gemini 450 field-emission environmental SEM equipped with an energy-dispersive spectroscopic detector. The measurements were performed using a 15 kV accelerating voltage and a 2.0 nA current, with a working distance of approximately 8.5 mm. The phosphate (apatite) and Zr-bearing minerals (baddeleyite, tranquillityite and zirconolite) were identified by energy-dispersive spectroscopy.
EMPA
The compositions of the major elements in pyroxene and plagioclase in the high-Al basalt fragment were measured using a JEOL JXA 8100 electron microprobe analyser. The analytical conditions were as follows: 15 kV accelerating voltage, 20 nA beam current, 3 μm spot diameter and 20 s peak counting time with 10 s counting time at the lower and upper background positions. The elemental data were calibrated using a series of natural minerals and synthetic materials (Supplementary Table 3). All test data were corrected online using a modified ZAF correction procedure. The detection limits (3σ) ranged from 0.01 to 0.03 wt%. The precisions for major (more than 1.0 wt%) and minor (0.1–1.0 wt%) elements were better than 1.5% and 5.0%, respectively.
SIMS analysis
The overall analysis conditions followed the procedure of Li et al.12 in their study of Chang’e-5 basalts. The target selection strategy focused on identifying phases that could contain both initial lead (Pb) or radiogenic Pb produced from the in situ decay of uranium (U) after the sample had crystallized (mostly Zr-bearing phases). These two phases yielded distinct Pb isotopic ratios, which are essential for constructing the isochron and determining a precise age. The Pb isotopic compositions (Supplementary Table 1) were determined over two analytical sessions using a CAMECA IMS 1280HR ion microprobe equipped with an updated radio-frequency oxygen source. To minimize contamination, the mounts containing basalt fragments were cleaned with a fine diamond paste (0.25 μm) and ethanol before being coated with approximately 20 nm carbon.
The first analytical session focused on measuring Pb isotopes in Zr-bearing minerals. A Gaussian illumination mode was employed to focus a primary 16O− beam to a size of approximately 3 μm (ref. 51; Fig. 1 and Extended Data Fig. 2), with an accelerating potential of −13 kV. The beam size remained stable over extended use, with intensities of approximately 120 pA. Multi-collector mode with four electronic multipliers was used to measure 204Pb+ (L2), 206Pb+ (C), 207Pb+ (H1) and 96Zr216O2+ (H2). Exit slit 3 was used, which provided a mass resolving power of 8,000 (50% peak height). Before each analysis, a 16O− primary beam with a 10 nA intensity was used for pre-sputtering over 120 s. Ion images of 96Zr216O2+ and Pb isotopes within a 25 μm × 25 μm area were generated to precisely locate the target minerals. The 206Pb signal was used for peak centring reference. Each measurement consisted of 100 cycles each lasting 8 s, with a total analytical duration of approximately 17 min. High-purity oxygen gas was introduced onto the sample surface to enhance the Pb+ yield to over 15 counts per second (cps) ppm−1 nA−1 (ref. 52) using an O− primary beam according to the M257 zircon standard (561 Ma, 840 ppm U)53. National Institute of Standards and Technology (NIST) standard reference material 610 (SRM610) glass54 was used to calibrate the relative yield of different electronic multipliers and to evaluate the external reproducibility. Based on 30 analyses of NIST SRM610 glass (Supplementary Table 4) under the same analytical conditions, the 207Pb/206Pb measurements had a relative standard deviation of 0.57%, with 207Pb intensities averaging 82 cps. The potential SIMS instrumental mass fractionation of Pb isotopes, approximately 0.2% (ref. 55), was propagated to the uncertainty of the single-spot 207Pb/206Pb analysis.
The second session focused on determining the main isochron and initial Pb composition of the essential minerals, including plagioclase, pyroxene and troilite, and the matrix. A Köhler illumination mode was used to generate a primary 16O2− beam of approximately 32 nA, focused to an approximately 30 μm spot size. Before each measurement, a 25 μm area around the target spot was raster-scanned for 120 s to remove the coating and minimize potential contamination. A dynamic multi-collector mode with four electronic multipliers was used to measure 28Si30Si16O+ in the first step as reference peaks for essential minerals, 204Pb+ (L2), 206Pb+ (C), 207Pb+ (H1) and 208Pb+(H2) with 30 s counting time in the second step, and 238UO+ (H2) in the third step with 2 s counting time. Each measurement consisted of 20–30 cycles. Based on 35 analyses of NIST SRM 610 glass (Supplementary Table 4) under identical conditions, the 207Pb/206Pb measurements had a relative standard deviation of 0.2% with 207Pb intensity averaging 15,000 cps. Background counts for each channel (Supplementary Table 5) were recorded at regular intervals during each session using deflector and aperture settings that effectively blanked both the primary and residual secondary beams. The numbers of SIMS Pb isotope analyses for each type of basalt fragments used in this study are summarized in Extended Data Table 1.
Data processing
The data were processed using in-house SIMS data reduction spreadsheets and the Excel add-in Isoplot (ref. 56). The leftmost Pb–Pb isochrons were constructed following the same method applied in previous SIMS studies12,18. The leftmost boundary of the three-component mixing triangle defined by the initial Pb, radiogenic Pb and terrestrial Pb (ref. 57) compositions forms an isochron, which was determined by iteratively filtering the data to achieve the steepest statistically significant weighted regression. The probable sources of the terrestrial Pb contamination are the coating materials (with carbon being preferable over gold for reducing terrestrial Pb contamination) and residual polishing materials, which could sink into grain boundaries and cracks. The 207Pb/206Pb ratio of the initial Pb was estimated from spots with the highest 207Pb/206Pb and near-zero 238UO+/208Pb+ (Extended Data Fig. 7). For the age calculations, we used the decay constants of 1.55125 × 10−9 for 238U and 9.8485 × 10−11 for 235U and the 238U/235U ratio of 137.818 (ref. 58).
The μ values (238U/204Pb) of mantle sources were determined using the lunar Pb isotope evolution model, following the procedures outlined by Snape et al.18 and Li et al.12. The crystallization of the lunar magma ocean led to the separation of an isotopically homogeneous lunar mantle into distinct silicate reservoirs, which subsequently became the sources of chemically diverse basaltic rocks. The source μ value and initial Pb isotopic compositions can be predicted by calculating the intercept between the palaeo-isochrons derived from the model differentiation point and the primary sample isochrons. Alternatively, the μ values can be determined using the initial 204Pb/206Pb ratios of the basalts. The parameters used include the model starting Pb isotope composition of 204Pb/206Pb = 9.307 based on Canyon Diablo troilite59, the model starting time of 4,567 Ma for the Solar System and 4,500 Ma for the Moon’s formation, the µ value for bulk lunar silicate of 462 ± 46 (ref. 18) and the time 4,376 ± 18 Ma for the differentiation that marks the formation of distinct silicate reservoirs18. We applied both approaches to the 2.8 Ga local basalts and obtained consistent μ values, demonstrating the reliability of the results. For the 4.2 Ga basalt, only the first approach was used because no precise initial Pb composition was determined.
Data availability
All data generated in this study are included in Supplementary Tables 1–5 and are available on Zenodo at https://doi.org/10.5281/zenodo.14053388 (ref. 60). Source data are provided with this paper.
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Extended data figures and tables
Extended Data Fig. 1 Mare and cryptomare distribution within and surrounding the SPA basin.
The cryptomare boundaries are sourced from ref. 23 and the mare boundaries are from ref. 6. The two yellow ellipses are the inner and outer rings of the SPA basin16, while the red circle is the Apollo crater rim.
Extended Data Fig. 2 Back-scattered electron images showing the micropetrographic features of representative dated basalt fragments from Chang’e-6 samples.
a, A subophitic basalt fragment containing a fine-grained tranquillityite crystal, with the orange rectangle expanded in the inset. b, A square-shaped baddeleyite crystal occurs as inclusion in Fe-rich clinopyroxene, surrounded by tiny ilmenite, troilite, and mesostasis in a poikilitic fragment. c, Subhedral baddeleyite and apatite occur as intergranular phases between clinopyroxene, troilite, and ilmenite in a subophitic basalt. d, Euhedral baddeleyite occurs as an intergranular phase associated with SiO2 and Fe-rich olivine in a poikilitic fragment. Pits on baddeleyite crystals indicate the in situ analytical spots for SIMS analyses. The tranquillityite crystal used for dating in a is shown in the inset. The areas of dated minerals in b–d are outlined with red rectangles in the corresponding insets. Ap, apatite; Bdy, baddeleyite; Trq, tranquillityite; Cpx, clinopyroxene; Pl, plagioclase; Ilm, ilmenite; Ol, olivine; Tro, troilite. The sample names and grain numbers are displayed in the bottom right corner of each panel.
Extended Data Fig. 3 Pb-Pb isochrons for representative poikilitic and subophitic basalt fragments in Chang’e-6 samples.
The left four panels (a, c, e, and g) show BSE images of three poikilitic and one subophitic basalt fragment. The right four panels (b, d, f, and h) present corresponding Pb-Pb isochrons with consistent ages of ca. 2.8 Ga. Spots that deviate from the isochron are shown as grey circles and are excluded from the regression of the leftmost isochrons. Error bars represent 2 s.e. (standard error). The uncertainties of isochron ages are reported at the 95% confidence (conf.) level. Pl, plagioclase; Pyx, pyroxene; Mtr, matrix.
Source data
Extended Data Fig. 4 Pb-Pb isochrons for representative porphyritic basalt fragments in Chang’e-6 samples.
The left four panels (a, c, e, and g) show BSE images of 4 porphyritic basalt fragments. The right four panels (b, d, f, and h) present corresponding Pb-Pb isochrons. Pb isotope analyses were performed on pyroxene, plagioclase, and fine-grained matrix for porphyritic basalt fragments. The results of individual fragments define an imprecise isochron, but most analyses fall onto the ca. 2.8 Ga isochron. Spots that deviate from the isochron are shown as grey circles and are excluded from the regression of the leftmost isochrons. Error bars represent 2 s.e. (standard error). The uncertainties of isochron ages are reported at the 95% confidence (conf.) level. Pl, plagioclase; Pyx, pyroxene; Mtr, matrix.
Source data
Extended Data Fig. 5 Pb-Pb isochrons for the Chang’e-6 basalts.
The left four plots show the data from the 2.8 Ga basalt fragments with poikilitic (a), subophitic (b), and porphyritic textures (c), as well as from the 4.2 Ga poikilitic fragment (d). The right four plots (b, d, f, and h) are enlarged sections of the isochrons highlighting the measurements near the y-intercepts. The red hexagon represents the lunar initial Pb composition for the 2.8 Ga basalt, while the green triangle areas indicate the mixing trend among radiogenic Pb, initial Pb, and current terrestrial Pb compositions. Spots that deviate from the isochron are shown as grey circles and are excluded from the regression of the leftmost isochrons. Error bars represent 2 s.e. (standard error). The uncertainties of isochron ages are reported at the 95% confidence (conf.) level. MSWD stands for the mean square weighted deviation with no unit. Pl, plagioclase; Pyx, pyroxene; Mtr, matrix.
Source data
Extended Data Fig. 6 Correlations of major element compositions in plagioclase and clinopyroxene from the 4.2 Ga high-Al basalt fragment.
a, Correlation between anorthite content (An) and MgO (wt%) content in plagioclase. b, Correlation between Mg# [= molar Mg/(Mg+Fe)] and Al2O3 (wt%) content in clinopyroxene.
Source data
Extended Data Fig. 7 UO+/208Pb+ versus 207Pb/206Pb for points within the analysed rock-forming minerals of the ca. 2.8 Ga Chang’e-6 basalt.
The measured UO+/208Pb+ ratios are used here to indicate the U/Pb ratios. Error bars represent 1 s.e. (standard error). The point with the lowest UO+/208Pb+ ratio and the highest 207Pb/206Pb ratio most likely represents the best estimation for the initial Pb composition of the ca. 2.8 Ga Chang’e-6 basalt.
Source data
Extended Data Table 1 Summary of SIMS Pb isotope analyses for each type of Chang’e-6 basalt fragments
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Abstract
The evolution of the lunar dynamo is essential for deciphering the deep interior structure, thermal history and surface environment of the Moon1,2,3,4. Previous palaeomagnetic investigations on samples returned from the nearside of the Moon have established the general variation of the lunar magnetic field5,6,7. However, limited spatial and temporal palaeomagnetic constraints leave the evolution of the lunar dynamo ambiguous. The Chang’e-6 mission returned the first farside basalts dated at about 2.8 billion years ago (Ga) (refs. 8,9), offering an opportunity to investigate a critical spatiotemporal gap in the evolution of the global lunar dynamo. Here we report palaeointensities (around 5–21 μT) recovered from the Chang’e-6 basalts, providing the first constraint on the magnetic field from the lunar farside and a critical anchor within the large gap between 3 Ga and 2 Ga. These results record a rebound of the field strength after its previous sharp decline of around 3.1 Ga, which attests to an active lunar dynamo at about 2.8 Ga in the mid-early stage and argues against the suggestion that the lunar dynamo may have remained in a low-energy state after 3 Ga until its demise. The results indicate that the lunar dynamo was probably driven by either a basal magma ocean or a precession, supplemented by other mechanisms such as core crystallization.
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Main
Large-scale crustal magnetizations distributed across much of the surface of the Moon (Fig. 1) demonstrate that there were once magnetic sources, such as lunar dynamo, and perhaps impact-generated fields that magnetized the lunar crust6,10. Palaeomagnetic study of the returned samples from the Apollo and Chang’e-5 missions has established our general knowledge of the evolution of the lunar magnetic field. The palaeointensity data available now suggest that the Moon once possessed an active dynamo from 4.2 Ga to 3.5 Ga, which first dropped by one order of magnitude around 3.1 Ga and maintained a low field of several μT until a second decline between around 1.5 Ga and 1 Ga and finally ceased entirely at some point after about 1 Ga (refs. 2,7,11,12,13,14,15,16,17). However, published data are mainly concentrated before about 3 Ga with few constraints thereafter. The Chang’e-5 basalts recently provided an important new anchor point at around 2 Ga (ref. 17). Nonetheless, the still sparsely sampled intermediate evolution of the lunar magnetic field remains relatively poorly constrained. Furthermore, all previous data are derived from samples collected from the nearside of the Moon. At present, there are no direct constraints on the palaeomagnetic field from the farside of the Moon. Therefore, long-standing issues such as the lifetime, geometry and driving mechanisms of the lunar magnetic field remain greatly debated, in which such ambiguity leads to unresolved concerns about the inconsistency between orbital and sample-based measurements data18 and even permits these contrary perspectives as arguing against the existence of a long-lived lunar core dynamo altogether19,20.
Fig. 1: Magnetic anomalies on the lunar surface and the landing sites of lunar exploration missions.

Magnetic anomaly data are calculated with the lunar magnetic field model of ref. 25. A spherical surface of 1,737 km from the centre of the Moon was used as the lunar surface. The Winkel Tripel projection, centred on the lunar nearside–farside boundary at 90 °W, was used for the map. The landing sites of the lunar missions are indicated. The South Pole–Aitken basin and Apollo crater are shown as dashed white and yellow lines, respectively. Different symbols represent various lunar exploration missions.
Source Data
The Chang’e-6 mission returned the first samples collected from the lunar farside from the southern Apollo crater inside the South Pole–Aitken basin (41.64 °S, 153.99 °W) (ref. 21) (Fig. 1). The samples used in this study (CE6C0300YJFM002) were scooped from the lunar surface and allocated by the China National Space Administration. A total of 4-mm-scale basalt clasts (CE6C0000YJYX211, 038, 344 and 392) dated at about 2.8 Ga by the Pb–Pb dating method8 were used for palaeointensity, rock magnetic and microscopy analyses (Fig. 2, Methods and Extended Data Table 1). Thus, given the farside location and unique mid-stage age of these samples, palaeomagnetic study of the Chang’e-6 basalt holds great potential for providing important constraints on the uncertain spatiotemporal evolution of the global lunar dynamo, and thus for resolving the existing controversies over the state and power source of the lunar dynamo.
Fig. 2: Images of the Chang’e-6 basalt clasts of this study.

a–d, Stereomicroscope photos. e–h, CT transects of the basalt clasts. Scale bars, 2 mm (a–c,e–g); 1 mm (d,h).
Palaeomagnetism of the Chang’e-6 basalt
To recover the palaeointensity estimates of the lunar magnetic field for the Chang’e-6 basalt clasts, non-thermal palaeointensity techniques, including anhysteretic remanent magnetization (ARM) and isothermal remanent magnetization (IRM) correction methods22,23, were used (Methods and Supplementary Discussion 1). Natural remanent magnetizations (NRMs) of the four studied basalt clasts vary from 3.22 × 10−10 Am2 to 3.22 × 10−9 Am2 after viscous remanent magnetization (VRM) decay. During alternating field (AF) demagnetization, the NRMs of the samples display at least three components (Fig. 3 and Extended Data Figs. 1–3). The low coercivity magnetization components persist until 4–10 mT, which may be attributed to the VRM overprints acquired when exposed to the magnetic field of Earth on sample return. The medium coercivity components vary among the samples, lasting until 24–50 mT. Some samples include complex medium coercivity directions, including two opposite directions, such as from 36 mT to 56 mT for sample 038 and from 11 mT to 36 mT for sample 392. The high coercivity components generally persist from ≥26 mT until 100–150 mT. Samples 211 and 038 exhibit relatively stable high coercivities decaying to the origin with maximum angular deviations (MADs) larger than deviation angles (DANGs), whereas the high coercivity of sample 344 shows a large scatter but could also be treated as origin-trending as its MAD exceeds its DANG (Extended Data Table 1).
Fig. 3: Palaeointensity result of Chang’e-6 basalt clast 211.

a, Orthogonal projection plot of stepwise AF demagnetization. Circles and squares represent the magnetization data projected in the horizontal and vertical planes, respectively. The components of different coercivity are shown in different colours. The high coercivity component is shown in an enlarged inset. b, Equal-area projection of the directions during AF demagnetization. c, NRM lost versus ARM lost and IRM lost. BARM and BIRM are the palaeointensities calculated with the ARM and IRM methods, respectively. d, NRM, ARM and IRM decay versus AF demagnetization steps. Symbols in red (a,b) or with red outlines (c,d) represent the data points used to calculate the palaeointensity.
Source Data
Three of the four sample clasts (only excluding 392) yield high coercivities considered characteristic remanent magnetizations; their high coercivities were used to calculate the palaeointensities. Results calculated with the ARM method vary from about 8 μT to 13 μT, whereas those with the IRM method range from about 5 μT to 21 μT (Supplementary Discussion 1.2). The high coercivity of sample 392 yields palaeointensities of about 10 μT and 9 μT as calculated with the ARM and IRM methods, respectively, which are consistent with the results of samples 211 and 038 (Fig. 3 and Extended Data Figs. 1 and 3). However, the direction of high coercivity for this sample is scattered and not origin-trending with the MAD < DANG, rendering its palaeointensities less convincing. Therefore, the residual ARM (AREMc) (about <20 μT) and residual IRM (REMc) (about <16 μT) palaeointensities are used for further discussion for sample 392, whereas the ARM- and IRM-corrected palaeointensities are used for the other three samples. The palaeointensity fidelity limit test of the four samples indicates three of them (211, 038 and 392) are ideal recorders and able to record an equivalent thermal remanent magnetization (TRM) field of around 1–7 μT, whereas sample 344 exhibits more erratic behaviour but can nonetheless retrieve a palaeointensity about ≥7–15 μT (Supplementary Table 1 and Supplementary Discussion 1.4). All the recovered palaeointensities of the samples roughly exceed their fidelity limit, demonstrating their reliability. The remanence anisotropy effect on the palaeointensities is about ≤10% and can be neglected for these samples according to the ARM anisotropy results (Supplementary Table 2 and Supplementary Discussion 1.5).
Rock magnetic results indicate that the Chang’e-6 basalt clasts have strongly paramagnetic signals, containing a mixture of magnetic particles with large coercivity distributions and have low magnetic susceptibilities (Extended Data Figs. 4 and 5), which are consistent with the properties of the Chang’e-5 basalts17. However, the magnetic-carrying particles of the studied basalts are coarser than those in the Chang’e-5 basalts, except sample 038, which is comparable to the Chang’e-5 samples, as evidenced by the microscopy results showing that μm-sized iron particles are found in samples 211, 344 and 392 (Extended Data Fig. 6), whereas only 100-nm-sized iron particles are found in the Chang’e-5 samples. The rock magnetism and microscopy results consistently demonstrate that the basalt clasts contain stable magnetic carriers of mainly iron particles that are good magnetic recorders of the lunar palaeomagnetic field (Supplementary Discussions 3 and 4).
Remanence origin of Chang’e-6 basalts
Clarifying the origin of different remanences of the samples is important for deciphering the palaeointensity data. Multiple possible sources of magnetization besides the lunar dynamo, including a crustal magnetic anomaly, VRM and IRM contaminations, and impact remagnetization6,24 are considered in this study. The magnetic anomaly near the Chang’e-6 landing site at the lunar surface is less than 10 nT according to the global magnetic field model25 (Fig. 1). Although large discrepancies may exist between the surface field predicted by the orbital data modelling and actual in situ measurements, the maximum lunar surface magnetic anomalies, derived from either orbital predictions or in situ measurements, are hundreds of nanoteslas across the Moon based on our current knowledge25,26, much lower than the recovered micro-tesla palaeointensities in this study. Forward modelling in the Chang’e-5 landing area estimates an upper limit of an ancient magnetic anomaly to be less than 70 nT (ref. 17), providing a reference that suggests that the ancient magnetic anomaly in the Chang’e-6 landing area is unlikely to exceed this strength considering the scale of volcanism in the Chang’e-6 area is not larger than that of the Chang’e-5 area27,28. The palaeointensities recovered from the basalts are about 5–21 μT, which can rule out a magnetic source from a local crustal magnetic anomaly.
The VRM test indicates that the studied basalt clasts are resistant to VRMs with less than 12% of the NRM decaying in 3–8 days in a magnetically shielded room, especially sample 211 with only around 5% decay in about 9 days. The VRM acquisition and decay experiment of sample 392 indicate that the VRM acquired during exposure to the magnetic field of Earth for 2 months unlikely exceeds approximately 5% for the sample (Supplementary Table 3). These results demonstrate that VRMs acquired on Earth can be easily removed, with as low as less than 10 mT of demagnetization according to the AF results (Fig. 3 and Extended Data Figs. 1–3), and thus VRMs are unlikely to contaminate the high coercivity components of the samples. The IRM test indicates that all the NRMs of the samples are lower than the IRMs obtained in a pulse field of 9 mT and that the low-field IRM can be readily removed around the AF steps equivalent to the pulse field when imparting the IRM (Extended Data Fig. 7). These results exclude the possibility that the high coercivity components of the samples were contaminated by a pulse IRM.
Extraterrestrial materials may have potentially experienced complicated influencing histories that may demagnetize the NRM of the sample and/or impart a shock remanent magnetization or TRM from a transient plasma magnetic field on the sample29,30. Thus, it is essential to estimate the potential impact history of the sample. We conducted computed tomography (CT), scanning electron microscopy (SEM), Raman spectroscopy and optical microscopy analyses to estimate the extent of impact of the basalt clasts (Methods). The results indicate that the basalt clasts maintain original volcanic mineral crystalline structures with subophitic or porphyritic textures and display no obvious fractures, undulatory extinction or band broadening or shifting of the Raman spectra among the minerals (Fig. 2, Extended Data Figs. 6 and 8, Supplementary Fig. 1 and Supplementary Discussion 4). These results indicate that the samples have experienced limited modification from affecting after their eruption, probably with a peak shock pressure of less than 5 GPa (ref. 31). Moreover, the calculated primary cooling rates of the basalt clasts indicate that they are unlikely to have recorded impact-related transient fields during their original cooling from the magma flows (Supplementary Discussion 1.3).
However, the medium coercivities of the samples, especially sample 211, exhibit peculiar intensities of about 17–80 μT and about 21–139 μT as calculated by the ARM and IRM methods, respectively. The inconsistent angular differences between the medium coercivity and high coercivity of the samples (Supplementary Table 4) indicate that the medium coercivities were acquired after the fragmentation of the basalts. Their large variations among the palaeointensities, hard and stable behaviour during AF demagnetization (Fig. 3 and Extended Data Fig. 1) and thermal demagnetization behaviour of a sister specimen cut from sample 211, combined with its cooling time simulation results, suggest that the medium coercivities may record a low-temperature TRM acquired from a non-dynamo magnetic source such as an impact-related field19,32 (Supplementary Discussion 1.3). The results of all these tests indicate that the palaeointensities recorded by the high coercivities of the basalt clasts probably represent the strength of the lunar dynamo magnetic field during the approximately 2.8 Ga volcanic eruption of the Chang’e-6 basalts.
Variation of the lunar palaeomagnetic field
The previous palaeomagnetic data recovered from returned samples from the Apollo missions show a high-field epoch with Earth-like palaeointensities from 4.2 Ga to 3.5 Ga, followed by a sharp decline to about less than 4 μT around 3.1 Ga (ref. 33). After that, it is suggested that the magnetic field maintained a weak state, probably with a surface strength of several μT, before its demise after 1.0 Ga according to the limited published data7,13,14,16. The Chang’e-6 basalt yielding palaeointensities varying from around 5 μT to 21 μT with a median value of about 13 μT at around 2.8 Ga provides a critical anchor for the large gap between 3 Ga and 2 Ga and probably records a rebound of the magnetic field after its first giant decline at around 3.1 Ga despite the large uncertainty of the palaeointensity data (Fig. 4). Although there is the possibility that the Chang’e-6 palaeointensities may overlap with the data between 2 Ga and 1 Ga to some extent if considering the data uncertainties, the results of our statistical analysis indicate the former are highly likely to be stronger than the latter (Supplementary Discussion 6). Therefore, the Apollo lunar palaeointensity compilation (Supplementary Table 5) combined with the data from Chang’e-5 (ref. 17) and now also Chang’e-6 shows that the strength of the lunar dynamo broadly follows a secular trend of an exponential decline over time, which appears linear when converted to log space, albeit with a relatively low correlation coefficient (r2 = 0.3) (Extended Data Fig. 9a,b). We further investigated for the presence of any noticeable second-order fluctuations around this long-term declining trend. Given that the lunar palaeointensity data span multiple orders of magnitude, as well as the exponential trend observed, the logarithm of the raw data is taken before detrending and the linear trend of the data as shown in Extended Data Fig. 9b was used for detrending. The result indicates that following the high-field epoch of 3.9–3.5 Ga (ref. 7), considerable fluctuations of the lunar magnetic field occurred between about 3.5–2.8 Ga (Extended Data Fig. 9c), indicating the lunar dynamo was probably erratic and even episodic.
Fig. 4: Evolution of the strength of the lunar magnetic field.

The Chang’e-6 basalt palaeointensities argue for a rebound of the lunar dynamo after its first sharp decline around 3.1 Ga. Red and blue stars represent palaeointensities recovered from the Chang’e-6 (CE6) basalt clasts using non-thermal (ARM- and IRM-correction) methods. The orange bar represents the 95% confidence interval (about 7–40 μT with a median value of around 15 μT) of the mean palaeointensities derived from the 105 times resampling from Student’s t-distribution of the Chang’e-6 palaeointensity data, including both the linear regression error and calibration constants uncertainty (Methods). The Apollo measurements providing only an upper-limit intensity, defined either by the fidelity limit or the AREMc method, are plotted using empty symbols. Data from the Apollo and Chang’e-5 (CE5) missions are compiled from refs. 6,7,14,15,16,17,39 and references therein (Supplementary Table 5).
Source Data
Driving mechanism of the lunar dynamo
The palaeointensities recorded by the Chang’e-6 basalt clasts represent the first direct constraint for the palaeomagnetic field on the farside of the Moon. Although no data at about 2.8 Ga are available from the nearside presently, combining with previous data from 3.0 Ga to 1.5 Ga, our results support the existence of a global lunar dynamo, and thus a relatively strong palaeomagnetosphere during this period. Previous studies suggest that the lunar dynamo may have been in a low-power state after its first sharp decline around 3.1 Ga until its demise13,14. The proposed protracted weak dynamo is considered to be driven by power sources such as core crystallization or precession. The Chang’e-6 basalt clasts, however, record a rebound of the magnetic field with moderate strong median palaeointensity of about 13 μT around 2.8 Ga, arguing instead that the lunar dynamo was reactivated after its early precipitous decline, powered by either a shifting balance in the dominant power source and/or reinforcement of the original driving mechanism.
When compared with the simulation results of various dynamo models, the Chang’e-6 data align best with the strong surface magnetic field being produced by a basal magma ocean (BMO), which is proposed to have been generated by the emplacement of a radioactive heat-producing and metalliferous layer at the core–mantle boundary during the lunar mantle overturn34,35 (Fig. 4 and Supplementary Fig. 4). Alternatively, or in combination, the precession dynamo may also serve as a potential magnetic source candidate considering the large uncertainty in the parameters constraining this model36. This result indicates that the lunar dynamo was probably driven by a BMO and/or precession at its early-to-mid stage, probably supplemented by other mechanisms such as core crystallization37. However, it is noteworthy that there are large uncertainties in the theoretical understanding of the BMO and precession dynamo models10, and thus the exact lunar dynamo power source remains undetermined and requires further assessment (Supplementary Discussion 5). Based on the updated palaeointensity data now available, the pattern of the lunar magnetic field over time shows its most substantial fluctuations between 3.5 Ga and 2.8 Ga (Extended Data Fig. 9), indicating that the lunar dynamo was strongly variable during this stage, which may serve as a guide for searching for possible magnetic reversals in future lunar exploration missions6,38.
Methods
All magnetism-related experiments were conducted at the Palaeomagnetism and Geochronology Laboratory of the Institute of Geology and Geophysics, Chinese Academy of Sciences in Beijing, China. All microscopy analyses were conducted at the Institute of Geology and Geophysics, Chinese Academy of Sciences, and the National Astronomical Observatories, Chinese Academy of Sciences.
Sample descriptions
Stereomicroscope photos of the basalt clasts show that sample 038 is dark in colour with fine-grained minerals, whereas the other three sample clasts are coarse-grained with large particles (Fig. 2). The basalt clasts are mainly composed of pyroxene, plagioclase, ilmenite and olivine, with minor zircon, apatite and troilite (Extended Data Fig. 6). Micrometre-sized iron grains embedded in troilite crystals were found in samples 211, 344 and 392, whereas iron grains were difficult to observe under the resolution of SEM for sample 038. This result demonstrates that the iron particles in 038 are finer than those in the others, which is similar to the Chang’e-5 basalt clasts17. The iron particles appear as inclusions in the rim of pyroxene and thus represent a late phase produced by igneous crystallization40 as demonstrated in the Chang’e-5 basalts. We dated each studied basalt clast to constrain their crystallization age, which indicates they all belong to the local basalt at the landing site formed in a volcanic eruption dated at about 2,807 ± 3 Ma as constrained by the Pb–Pb data of Zr-bearing minerals and phosphates8.
Palaeointensity experiment
The basalt clasts used in this study are small (millimetre-sized), and thus each basalt clast was treated as a single sample without mutually oriented subsamples (Supplementary Discussion 1.3), following the protocol used for Chang’e-5 samples17. The samples were fixed in customized quartz holders with background magnetizations of 10−12 Am2 for palaeointensity analysis41. Non-thermal palaeointensity experiments, including the ARM- and IRM-correction methods, were used to recover the ancient intensity of the lunar magnetic field. A sister specimen cut from sample 211 was thermally demagnetized to examine the temperature spectrum of the NRM (Supplementary Discussion 1.3). A fidelity limit test was conducted for each sample to assess if the sample could recover a certain intensity with AF treatment (Supplementary Discussion 1.4). Anisotropy of ARM was also verified to estimate the extent of remanence anisotropy and its effect on the palaeointensity estimation for the studied samples (Supplementary Discussion 1.5).
Remanence measurement, ARM imparting and AF demagnetization were conducted with a 2G RAPID magnetometer (with a sensitivity of 10−12 Am2) equipped with a d.c. power supply and an AF demagnetizer. IRM was imparted by a pulse magnetizer (MC-1). Thermal treatment was conducted with a magnetic measurement thermal demagnetizer supercooled oven (residual field <10 nT) equipped with a d.c. power supply and an argon purifier system (ZCA-4F). The samples were heated in high-purity (99.999%) argon with an iron sheet as a reducing agent to further reduce oxygen content in the oven.
VRM and IRM tests
The samples were stored at the National Astronomical Observatories, Chinese Academy of Sciences after their return and exposed to the magnetic field of Earth for about 2 months before being transferred to the magnetically shielded room at the Palaeomagnetism and Geochronology Laboratory. They may have acquired varying degrees of VRM during this time. The NRM decay, VRM acquisition and VRM decay behaviour were investigated to estimate the VRM effect on these samples. The NRMs of the samples were allowed to decay for about 3–9 days in a customized furnace by PYROX with a residual field of less than 10 nT in the magnetically shielded room, and the NRM decay curves were routinely measured. For the VRM decay and acquisition experiment, the sample was placed in the furnace again for 1 week and with an applied stable field of 30 μT (mimicking the ambient field during their storage) to obtain a laboratory VRM. The lab-induced VRM was again decayed in the furnace for 3 days, and the VRM decay curve was measured.
Stepwise IRM acquisition and low-field IRM AF demagnetization measurements were performed to examine if the samples experienced secondary IRM contamination. The samples were first imparted a low-field IRM with the pulse field ranging from 8 mT to 11 mT for the samples. The low-field IRMs were then AF demagnetized until 150 mT with intervals of 1–10 mT. After that, the samples were imparted stepwise IRMs up to 1 T with a pulse magnetizer and the IRM was measured after each step using a 2G RAPID magnetometer.
Rock magnetism
Magnetic susceptibilities (χ) were measured with an Agico Multifunction Kappabridge susceptibility meter (MFK2-FA). The basalt clasts were fixed in three-dimensional printed resin cylinders designed for irregular small samples41. The frequencies used in the measurements were 967 Hz for the low frequency (χlf) and 15,616 Hz for the high frequency (χhf) bands, and a field strength of 200 A m−1 was used. To minimize the impact of measurement noise, each sample was measured three to five times and an average susceptibility was calculated.
The basalt clasts were placed in nonmagnetic capsules of various sizes, and measurements of hysteresis loops, IRM acquisition, back-field demagnetization curves and first-order reversal curves were conducted with a MicroMag 3900 Vibrating Sample Magnetometer. Hysteresis loops were measured using a discrete sweeping mode with a pausing time of 200 ms, an averaging time of 300 ms and a saturating field of 1 T. The hysteresis data were processed with the program Hystlab v.1.1.1 (ref. 42). The IRM acquisition curves were measured in logarithmic mode (Npoints = 120) over a range from 10 μT to 1 T, with an averaging time of 1 s. The back-field demagnetization curves were measured to acquire the Bcr of the samples. The first-order reversal curves of the samples were measured in a discrete sweeping mode, and the pausing time was 200 ms. The maximum field was set to 1 T, with an averaging time of 300 ms. Data were analysed using the FORCinel v3.08 software43,44 with the smoothing factors Sc0 = Sb0 = 8, Sc1 = Sb1 = 12 and λh = λv = 0.1.
X-ray CT analysis
To examine bulk microstructures of the samples, X-ray CT analysis was conducted after the palaeointensity experiment with the FEI Heliscan MicroC. The samples were fixed in partially filled plastic tubes and loaded on the scanning stage. Then, they were rotated and moved following a space-filling trajectory, and 2,200–3,010 projections were taken during the measurement. The source voltage was set to 60 kV and the voxel size of the reconstructed images varied from 3.47 μm to 3.97 μm according to the sample size. Data were processed with the Thermo Scientific Avizo software.
Scanning electron microscopy
Chips from the clasts were mounted in epoxy resin and polished with a grinder to examine the microstructures of the samples. High-resolution backscattered electron images were captured with a field-emission SEM (Zeiss Gemini 450 and Zeiss supra55). Elemental analysis was conducted with energy-dispersive X-ray spectrometer detectors equipped with the SEM. Measurements were performed at an accelerating voltage of 15 kV and a beam current of 2.0–9.0 nA, with a working distance of approximately 8.5 mm.
Micro-Raman spectroscopy
To estimate the extent of high-temperature and/or high-pressure metamorphism among the samples, Micro-Raman spectroscopy was performed with a Witec alpha300R confocal Raman microscope. The spectra were excited with 532 nm radiation from a semiconductor laser at a power of 1.0–8.0 mW. A 300 grooves per mm grating with a spectral resolution of 4.8 cm−1 was used. The laser beam was focused on the sample surface by a 50/100× Zeiss microscope (NA = 0.75/0.90). A spectral acquisition time of 2–20 s and total spectra with 10–40 accumulations were collected for each measurement.
Optical microscope analysis
Stereomicroscope photos of the basalt clasts were first taken under reflected light with a stereomicroscope (AOSVI T2-3M180) before any treatment. After all the magnetic analyses, a tiny chip was cut from sample 211 and prepared as a thin section to investigate the peak shock pressure of the sample. The thin section was observed with a Nikon Eclipse LV100N POL microscope, and images were taken under plane-polarized and cross-polarized light.
Calculation of the 95% confidence interval for palaeointensity
We used a resampling process to calculate the 95% confidence interval of the Chang’e-6 palaeointensities. First, the ARM or IRM palaeointensity of each sample was resampled 105 times from a Student’s t-distribution considering regression errors in the palaeointensity estimations. Second, to include uncertainties caused by the calibration constants in the non-heating palaeointensity method, we generated six groups of 105 calibration factors (three groups of f′ for ARM palaeointensity and three groups of a for IRM palaeointensity) using a Gaussian distribution in the exponent assuming a 2 standard deviation factor of 5 for both factors. Then, we multiplied the resampled palaeointensities by the resampled calibration factors to generate six new groups of palaeointensity datasets that include both the linear regression and calibration constant uncertainties. Finally, we randomly selected a datum from each of the six regenerated palaeointensity datasets and calculated the mean palaeointensity. This procedure was repeated 105 times to generate a dataset containing 105 mean palaeointensities. The 95% confidence interval of the mean palaeointensities can then be calculated, as shown by an orange error bar in Fig. 4.
Data availability
Data presented here are provided in the paper, source data, and supplementary materials. The measurement data have been deposited in ScienceDB (https://doi.org/10.57760/sciencedb.16841). Source data are provided with this paper.
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Extended Data Fig. 4 Rock magnetic properties of the Chang’e-6 basalt clasts in this study.
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Extended Data Fig. 5 Magnetic susceptibility and Day plot of the Chang’e-6 basalt clasts.
a, Low-frequency magnetic susceptibility (χlf) of the Chang’e-6 samples compared with the Apollo and Chang’e-5 data. b, Projection of hysteretic parameters of the Chang’e-6 basalt samples on a Day plot45. SP, SD, PSD, and MD represent superparamagnetic, single domain, pseudo-single domain, and multi-domain magnetic particles, respectively. Mr, Ms, Bc, and Bcr represent the saturation remanent magnetization, saturation magnetization, coercivity, and remanent coercivity, respectively.
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Extended Data Fig. 7 IRM test for the Chang’e-6 basalt clasts in this study.
Plots in the left column (a,c,e,g) are stepwise IRM acquisitions. Numbers near the circles indicate the pulse field in mT. Red stars are the NRM of the samples measured before AF demagnetization. The right column (b,d,f,h) are AF demagnetization results of a low-field IRM of the samples, including the orthogonal projections, equal-area projections, and IRM decay curves. AF steps before and after the pulse field imparting the IRM were denoted by red and blue dots, respectively.
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Extended Data Fig. 8 Chang’e-6 basalt sample 211 imaged with a polarizing microscope under variable rotation angles.
a,c, Images taken under the monopolarizer system. b,d, Images taken under the crossed polarizer system.
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Abstract
The water contents of the lunar interior record important clues for understanding the formation and subsequent thermochemical evolution of the Moon1. The Chang’e-6 (CE6) mission returned samples from the South Pole–Aitken impact basin of the lunar farside2,3,4, providing an opportunity to study the water contents of the farside mantle. Here we report the water abundances and hydrogen isotope compositions of apatite and melt inclusions from CE6 mare basalt, derived from partial melting of the lunar mantle. The parent magma of CE6 mare basalt is estimated to have a water abundance of 15–168 μg g−1 with a δD value of −123 ± 167‰. Our estimate of water abundance of 1–1.5 μg g−1 for the mantle source indicates that the farside mantle is potentially drier than its nearside counterpart. This contrast thus suggests that the distribution of water in the interior of the Moon may exhibit a hemispheric dichotomy similar to numerous surface features5. The new estimate for the lunar farside mantle represents a landmark for estimating the water abundance of the bulk silicate Moon, providing critical constraints on the giant impact origin hypothesis6,7,8 and the subsequent evolution of the Moon for which the role of water is central1,9.
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Main
Water abundance in the lunar mantle provides insights into the giant impact formation models for the Moon6,7,8 and plays a crucial role in the crystallization of the lunar magma ocean10,11 and subsequent magmatism and long-lived volcanism12. In the past two decades, substantial advances in secondary ion mass spectrometry have improved our knowledge of water in the lunar mantle, causing a shift from the once traditional ‘bone dry’ concept13 to a relatively ‘wet’ Moon14. Extensive studies of various lunar samples derived from the melting of lunar mantle have shown a heterogeneous distribution of water in the lunar interior with abundances ranging from about 1 μg g−1 to 200 μg g−1 (refs. 9,15,16,17,18,19). However, most of these lunar water estimates derive from returned samples from the Procellarum KREEP Terrane on the nearside of the Moon (Fig. 1). The crust exposed at the surface of the Procellarum KREEP Terrane notably exhibits a higher thorium (Th) abundance than the other two main lunar geochemical provinces, the Feldspathic Highlands covering most of the Moon and the South Pole–Aitken (SPA) Basin, the oldest and largest impact basin of the Moon located on the lunar farside5.
Fig. 1: Return sample missions with lunar water estimates and the thorium distribution of the Moon.

The Apollo (prefix A), Luna (prefix L), and Chang’e-5 (CE5) missions collected samples in and around the Procellarum KREEP Terrane which exhibits notably higher thorium (Th) than the Feldspathic Highlands and the SPA Basin. The Chang’e-6 (CE6) mission returned the first lunar samples from the lunar farside from the SPA Basin. The terrane boundaries are from ref. 5 and the Th base map is adapted from ref. 45. The sizes of the circles are scaled to the estimated maximum water abundance1,9,33 in the mantle source beneath the sampling sites.
Both Th and water behave like incompatible elements in magmatic processes, preferring to stay in the melt rather than getting incorporated in the solidifying phase, potentially suggesting that the lunar mantle in the Th-poor Feldspathic Highlands and the SPA Basin may have lower water content. This possibility, if true, could critically inform the spatiotemporal distribution of water in the mantle of the Moon, as well as the giant impact formation models6,7,8 and subsequent magmatic evolution histories of the Moon12,20. However, little is known about the water abundance in the mantle beneath the Feldspathic Highlands and the SPA Basin. On 25 June 2024, Chang’e-6 (CE6), China’s lunar sample return mission landing within the SPA Basin, successfully returned the first lunar farside samples2,3,4, providing the samples required to investigate the water abundance of the farside lunar mantle.
Water in CE6 apatite and melt inclusions
A total of 578 particles varying from 0.1–1.5 mm in size were sieved and hand-picked from one CE6 soil sample (CE6C0200YJFM001 of 5 g). Mare basalt fragments account for around 28% of the selected particles characterized by scanning electron microscopy and electron probe microanalysis (EPMA; Extended Data Table 1 and Supplementary Table 1). The mare basalts, derived from the partial melting of lunar mantle rocks, are the main targets selected for this study. The dominant hydrous mineral in mare basalts—apatite and entrapped melt hosted by olivine and ilmenite—were carefully characterized using scanning electron microscopy (Extended Data Fig. 1 and Supplementary Figs. 1–3) for further in situ chemical and isotopic analysis of water.
The studied CE6 mare basalt fragments display ophitic, subophitic, porphyritic and poikilitic textures, mainly composed of pyroxene, plagioclase, ilmenite and silica with minor olivine, mesostasis and sulfide and trace apatite (Supplementary Fig. 4), similar to a survey conducted with a large number of lithic clasts (Zhang, Q. W. L. et al., manuscript in preparation; Zhou, Q. et al., manuscript in preparation). Parallel studies conducted on the CE6 chronology (Zhang, Q. W. L. et al., manuscript in preparation) and petrogenesis (Zhou, Q. et al., manuscript in preparation) have shown that these low-Ti mare basalts probably derive from the same lava flow, or at least the same sequence of lava flows. Therefore, we sum up all the studied clasts to calculate the modal abundance of apatite (<0.07 vol%; Supplementary Table 2). Most melt inclusions hosted by olivine and ilmenite display post-entrapment crystallization of 31–52% (Extended Data Table 2). The chemical compositions of pyroxene and plagioclase in CE6 mare basalt fragments are similar to those from the nearside, such as those of Chang’e-5 (CE5; Extended Data Figs. 2 and 3). The apatite grains are F-rich, with compositions in the range of known mare basalts (Extended Data Fig. 4). Two CE6 mare basalt fragments have MgO-rich olivine (Fo = 45–62 mol%) in which three melt inclusions were found (Extended Data Fig. 1, Supplementary Fig. 1 and Supplementary Table 3). Even more melt inclusions were found in ilmenite (Supplementary Fig. 2). Olivine-hosted melt inclusions have notably higher MgO (3.76–16.8 wt%) than ilmenite-hosted melt inclusions (<0.3 wt% MgO and 9.9–12.8 wt% Al2O3; Extended Data Fig. 5 and Supplementary Table 3). Tens of apatite grains with sizes of 5–30 μm and several melt inclusions hosted by olivine and ilmenite from 17 basalt fragments were also measured for their water abundance and hydrogen isotopic composition.
The CE6 basaltic apatite grains have water abundances ranging from 345 ± 4 μg g−1 (2σ) to 3,529 ± 30 μg g−1 (average 1,511 ± 748 μg g−1, 1 s.d.) with δD (δD = 1,000 × ([D/Hsample]/[D/Hstandard] − 1), using Vienna standard mean ocean water as the standard) values ranging from 657 ± 72‰ to 974 ± 109‰ (average 826 ± 94‰, 1 s.d.; Fig. 2 and Extended Data Table 3). The ilmenite-hosted melt inclusions contain water contents of 21 ± 3 μg g−1 to 238 ± 21 μg g−1 (2σ), with a wide range of δD values from −183 ± 261‰ to about 1,000‰ (Fig. 2 and Extended Data Table 2). By contrast, the olivine-hosted melt inclusions have water abundances ranging from 28 ± 8 μg g−1 to 46 ± 2 μg g−1 with δD values of −358 ± 610‰ to 100 ± 474‰ (2σ; Extended Data Table 2). All data were corrected for cosmic ray spallation using a cosmic ray exposure (CRE) age of 108 million years ago and those spots with H2O less than twice the instrument background were excluded (Methods).
Fig. 2: Water abundance and δD of melt inclusions and apatite from CE6 mare basalt fragments.

Olivine-hosted melt inclusions have notably lower water abundances than ilmenite-hosted melt inclusions and apatite, as well as mostly lower δD values. Most melt inclusions have a lunar mantle-like δD value (yellow band)9,23,24,40. Three ilmenite-hosted melt inclusions have elevated δD values that are unresolvable from those of apatite within analytical uncertainties. Melt inclusions from mare basalts (MI in basalt) are from refs. 9,23,42, high- and low-Ti mare basalts are referred to the datasets compiled by refs. 1,9. The CE6 datasets have been corrected for a nominal CRE of 108 million years (Methods). The arrow represents the enrichment of water in the residual melt during crystallization of the parent melt. The dashed line is the degassing trend from a water abundance of 200 μg g−1 with a δD value of −200‰. Note the horizontal axis is a log scale. The error bars are 2σ. Ol-MI, olivine-hosted melt inclusion; Ilm-MI, ilmenite-hosted melt inclusion; LT, low-titanium; and HT, high-titanium.
Water in parent melt and mantle source
Two methods were adopted to estimate water abundance in the parent melt of the CE6 basalts. The first method is based on apatite, which is the dominant water-bearing phase in lunar magmatic samples21. The bulk rock of CE6 basalts is estimated to have a water abundance of 1.1 ± 0.5 μg g−1 based on an average water abundance of 1,511 ± 748 μg g−1 (1 s.d.; Extended Data Table 3) of apatite and a modal abundance of ~0.07 vol% (Supplementary Table 2). By contrast, apatite grains in CE6 mare basalts show notably elevated δD values (657 ± 72‰ to 974 ± 109‰; Extended Data Table 3) compared with the low δD (average at −96 ± 230‰, 1 s.d.; Extended Data Table 3) of olivine-hosted melt inclusions and the recommended value of −200 ± 200‰ for the lunar mantle22,23,24. This difference indicates a notable loss of water by degassing in the form of H2 before the crystallization of apatite under a reduced oxygen fugacity environment24,25. This observation is consistent with the much lower hydrogen isotope compositions in mineral-hosted melt inclusions (Fig. 2). This feature is identical to that of high-Ti and low-Ti mare basalts collected from the nearside of the Moon (Fig. 2), suggesting that it resulted from a common degassing process incurred during mare volcanism. Thus, a degassing extent of 97.99–99.35% based on Rayleigh fractionation (Methods) yields a water abundance of 55 ± 25 μg g−1 to 168 ± 77 μg g−1 (1 s.d.) for the parent melt of CE6 basalts, assuming an initial δD value of about −200‰ based on the analyses of D-poor and H2O-rich CE6 melt inclusions hosted by olivine and ilmenite (Methods). Meanwhile, based on apatite–melt hygrometry1,26,27, we estimated the parent magma to have a water abundance of 76 ± 41 μg g−1 (Methods and Supplementary Table 6). Thus, both calculations on apatite yield comparable results within uncertainties.
The second method for estimating water in the parent melt uses the melt entrapped in minerals of CE6 basalts. Two types of mineral inclusions, hosted by olivine and ilmenite, were measured in this study (Fig. 2 and Extended Data Table 2). The analytical results for the melt inclusions depict an evolutionary pathway of the parent melt of the CE6 basalts, in which the entrapment of melts in olivine occurred in a relatively earlier stage of magmatic processes than that of ilmenite, consistent with the crystallization sequence of other mare basalts28 (Fig. 3). Olivine is the first-crystallized phase in the CE6 basalt and thus its melt inclusions may preserve the initial hydrogen isotope composition of the CE6 parental melt. Therefore, olivine-hosted melt inclusions are used to estimate the water abundance for the parent melt, yielding a range of 15–22 μg g−1 after correction for post-entrapment crystallization (Extended Data Table 2). These two methods yield a water abundance of about 15–168 μg g−1 for the CE6 basalt parent magma. This estimate is comparable to some values from some nearside samples (Extended Data Fig. 6).
Fig. 3: Evolutionary pathways of magmatic water in CE6 mare basalt.

a, CE6 mare basalt was derived from the partial melting of lunar mantle rocks. The melt aggregates at depth in networks to form the source magma and intrudes upwards into shallow depths. The ambient rocks are much colder than the hot melt, resulting in fractional crystallization of the source magma. In certain circumstances, the residual melt (parent magma of CE6) from the source magma flowed up to the lunar surface, forming the rocks of CE6 mare basalt. The water abundances and hydrogen isotopic compositions measured on melt inclusions and apatite from the CE6 mare basalt depict an evolutionary pathway for water in the parent melt. b, Rare MgO-rich olivine (Fo 45–62 atom%; Supplementary Table 3) in CE6 mare basalt should crystallize much earlier than the main constituent phases (pyroxene and plagioclase) in the crystallization processes of the parent melt, characterized by a low water abundance and a lunar-mantle-like δD value (Fig. 2) in the melt trapped in the olivine grains, as well as a notably high MgO content of the melt (Extended Data Table 2 and Extended Data Fig. 5, Supplementary Table 3). c, Onset of ilmenite formation in low-Ti mare basalts occurred at a late crystallization stage of the parent melt28 accompanying enrichment of water in the residual melt followed by degassing of water when the ambient pressure is inadequate to trap the water dissolving in the melt. Thus, ilmenite-hosted melt inclusions exhibit variability in both water concentration and δD (Fig. 2). d, Apatite is one of the last-crystallized minerals in CE6 basalts, recording notable higher δD values than olivine-hosted melt inclusions. Some residual melt from which apatite crystallized may have been trapped by late-crystallized ilmenite (Fig. 2). Ol, olivine; Pl, plagioclase; Px, pyroxene; Ilm, ilmenite; and Ap, apatite.
The parent melt of CE6 mare basalts originated from the partial melting of a depleted mantle source, subsequently experienced fractional crystallization according to the study of its petrogenesis (Zhou, Q. et al., manuscript in preparation) and potential degassing during magmatic processes (Fig. 3). Early-formed melt inclusions hosted by olivine could be more reliable than the late-formed minerals and melt (Fig. 3). Thus, olivine-hosted melt inclusions were used to calculate the water abundance in the lunar farside mantle. Both Ce and H2O exhibit similar incompatibilities, whereas Ce is not a volatile species29, thus the resulting H2O/Ce ratio of the parent melt can serve as a useful index to estimate water abundance for the mantle source1,30,31,32. We calculated a H2O/Ce ratio of 0.58–0.85 for the CE6 olivine-hosted melt inclusions using a bulk Ce abundance of 25.9 μg g−1 measured in Zhou, Q. et al. (manuscript in preparation). The mantle source of the CE6 mare basalt was estimated to have a water abundance of approximately 1–1.5 μg g−1 (Fig. 4 and Supplementary Table 7), considering a Ce content of 1.728 μg g−1 for the primitive lunar mantle31. This estimate may represent an overestimate if considering the ultra-depleted nature for the mantle source of the CE6 mare basalt (Zhou, Q. et al., manuscript in preparation). The CE6 estimate represents the first result for the water abundance of the mantle from the farside of the Moon.
Fig. 4: Spatiotemporal variation of lunar mantle water abundance estimates.

The water abundance in the mantle source of CE6 mare basalt is estimated to be 1–1.5 µg g−1, plotting within the lowest end of the ranges from nearside samples. It is thus apparent that the lunar mantle may exhibit a hemispheric dichotomy in terms of water contents. The mantle water abundances estimated from Apollo and CE5 lunar samples with definite (non-ejecta) geographic locations are plotted for comparison9,33. All data are plotted as average values with the error bars representing the ranges ((max − min)/2) of the estimates (Supplementary Table 7). The approximately 2.8 Ga age of the CE6 mare basalt is provided in Zhang, Q. W. L. et al. (manuscript in preparation). Note the vertical axis is the log scale. Red (1.25 µg g−1), light blue (7.5 µg g−1) and orange (70.3 µg g−1) lines are the median H2O abundances for the mantle sources estimated on the melt inclusions from the farside CE6 mare basalt, all nearside mare basalts and the nearside pyroclastic glasses.
Distribution of lunar mantle water
A water abundance of 1–1.5 μg g−1 estimated for the mantle source of CE6 basalts plots among the lowest end of the ranges (about 1–200 μg g−1) reported from the nearside samples (Fig. 4), suggesting that the mantle source of CE6 mare basalt is drier than that of most nearside samples. A potential drier mantle in the farside of the Moon carries important implications for understanding the distribution of water in the interior of the Moon. This finding favours a heterogeneous distribution of water in the lunar mantle, consistent with the dichotomy distribution of Th concentration on the surface of the Moon5. If the whole farside mantle is similar to the mantle source of CE6 mare basalts and drier than the nearside counterpart, then the water abundance for the bulk silicate Moon may have been overestimated to some extent1,33. Therefore, a lower water content in the bulk silicate Moon is expected, yielding a result more in line with the giant impact formation model of the Moon6,7,8.
The dating of a large number of CE6 basalt clasts indicates that 99% of them belong to the local basalt erupted at about 2.8 × 109 years ago (Zhang, Q. W. L. et al., manuscript in preparation). The spatiotemporal evolution of water in the lunar mantle indicates that the water abundances may exhibit a spatial hemispheric contrast rather than a temporal trend based on the formation age of the samples (Fig. 4). A scenario to explain this lower water content is that the mantle source of CE6 basalts was affected to some extent by the SPA giant impact event, which may have driven the flux of water and other incompatible elements (Th, K and H2O) enriched in the mantle of the Procellarum KREEP Terrane towards the lunar nearside and became simultaneously depleted in its hemispheric antipode in the SPA Basin34,35. Another potential interpretation is a vertical distribution of water in the lunar mantle36,37. The CE6 basalt originated from an extremely depleted mantle source, which may have a deeper depth of melting than most other lunar samples (Zhou, Q. et al., manuscript in preparation). Lunar mantle could have relatively less water for earlier and deeper crystallized cumulates than later and shallower cumulates formed from the lunar magma ocean because of the gradual enrichment of incompatible elements in the residual melt38,39.
Origin of lunar mantle water
The analyses of olivine- and ilmenite-hosted melt inclusions consistently point to a parent melt of the CE6 basalts that had a δD value of −123 ± 167‰ (1 s.d.; Methods). This value is indistinguishable from that (−200 ± 200‰) derived from nearside samples9,23,24,40 within analytical uncertainties, suggesting that the mantle of the Moon could have a relatively homogeneous hydrogen isotopic composition, which does not show a spatiotemporal variation. This uniform hydrogen isotopic composition for the mantle source from various types and ages of lunar samples in this study and previous works9,23,24,40 may have been inherited from the lunar magma ocean from which the mantle rocks crystallized41. Furthermore, the hydrogen isotopic composition of the farside mantle of the Moon favours a chondritic origin for the indigenous water of the Moon40,42.
The first water estimate retrieved from the lunar farside indicates that water abundance in the lunar mantle may exhibit a hemispheric dichotomy (Fig. 4), similar to the well-known overlying crustal asymmetry of the nearside and the farside of the Moon5. Given the limited sampling of the lunar farside, it is still uncertain whether the potential drier mantle documented here is widespread beneath the SPA Basin or the whole farside hemisphere. New sample return missions scheduled by Artemis43 and post-Chang’e programs44 aim to collect more samples from the farside of the Moon, thus potentially testing and further unravelling the extremely heterogeneous distribution of the abundance of water on the Moon.
Methods
Sample preparation
Five grams of scooped Chang’e-6 (CE6) lunar soil (CE6C0200YJFM001) allocated by the China National Space Administration (CNSA) were used in this study. The allocated samples were sieved into two dividers in an ultraclean room at the Institute of Geology and Geophysics, Chinese Academy of Sciences (IGGCAS) in Beijing, China. One separate was >355 μm and the other was <355 μm. Eighty-eight particles >355 μm were selected and prepared into 7 Sn–Bi polished mounts following the protocol in ref. 46. The mounts were labelled as CE6C02,MGP01–MGP07 (Extended Data Table 1 and Supplementary Table 1). Another 490 particles with grain sizes ranging from 100 μm to 350 μm were hand-picked from the sieved soils. These particles were placed in a tunnel (depth about 300 μm, width about 400 μm and length about 1.8 mm) of silica glass cut by low-speed diamond saw (Supplementary Fig. 5). Then the tunnel was filled up with epoxy. These particles were finally prepared into 14 polished thick sections labelled as CE6C02,WGP01–WGP14 (Extended Data Table 1 and Supplementary Table 1). The prepared sections were cleaned up using anhydrous ethanol before drying at 50 °C in a baking oven. All the mounts were coated with carbon for petrographic observation, chemical analysis and isotopic analysis. Statistically, the particles used in this study consist of 163 mare basalt fragments (28%), 97 monomineralic fragments (17%), 50 agglutinates (9%), 101 breccias (18%), 52 highlands fragments (9%), 76 impact melt fragments (13%) and 39 glass beads and fragments (7%) (Extended Data Table 1). Representative petrography of these components in the CE6 lunar soils is shown in Supplementary Fig. 6.
Scanning electron microscopy
Petrographic observations and elemental mapping were carried out using field emission scanning electron microscopes using the FEI Nova NanoSEM 450 and the Thermo Fisher Apreo instruments at IGGCAS, using electron beam currents of 2–3.2 nA and an acceleration voltage of 15 kV. Energy dispersive spectroscopy (EDS) X-ray maps were collected for each basaltic clast to locate P-bearing phases, identical to the protocol used in the study of CE5 lunar soils9,47,48. The phosphates were then observed at higher magnification in back-scattered electron (BSE) images. The modal abundance of apatite from various CE6 basalt fragments was counted by the exposed surface areas (Supplementary Table 2). The apatite in the studied samples has a modal abundance of 0.067 vol% calculated from 163 basalt fragments using Image J software (Supplementary Table 2 and Supplementary Fig. 7).
Electron probe microanalysis
The major and minor elemental abundances in phosphates, glassy melt inclusions and associated minerals (olivine, pyroxene, plagioclase and ilmenite) were measured using a JEOL JXA-8100 electron probe microanalyser at IGGCAS after the NanoSIMS measurements to avoid possible H loss due to bombardment by the electron beam49. For silicate, ilmenite and apatite analysis, the operating accelerating voltage was 15 kV and the beam current was 20 nA. The standards used were albite for Na and Al, diopside for Si, Mg and Ca, magnetite for Fe, bustamite for Mn, sanidine for K, rutile for Ti, Cr2O3 for Cr, NiO for Ni, apatite for P, tugtupite for Cl and synthetic fluorite for F. The F Kα X-rays were counted with a LDE1 crystal to avoid drift with time (ref. 50). F and Cl were measured first to minimize the loss of volatiles by electron beam irradiation. The counting time for F was 20 s. The detection limits (1σ) were 0.01 wt% for K2O, P, F, and Cl; 0.02 wt% for Cr2O3, Al2O3, MnO, CaO, FeO, TiO2 and NiO; 0.03 wt% for SiO2 and Na2O. For analysis of melt inclusion glass, the accelerating voltage was 15 kV and the beam current was 10 nA, with a beam size of 5 μm in diameter to obtain the composition of the glass within a melt inclusion. A natural obsidian glass was used as a monitor. The detection limits for MI were 0.02 wt% for K2O, CaO, FeO and NiO; 0.03 wt% for SiO2, MgO, Cr2O3, Al2O3, MnO and TiO2; and 0.04 wt% for Na2O. The EPMA data obtained for apatite, melt inclusions and the coexisting silicates are listed in Supplementary Table 3.
In situ water abundance and hydrogen isotope analysis
A CAMECA NanoSIMS 50L at IGGCAS was used to measure the hydrogen isotopes and water abundance of apatite and melt inclusions from the CE6 basaltic fragments. The samples were loaded in sample holders together with the standards, and were baked overnight at about 60 °C in the airlock chamber. The holders were then stored in the NanoSIMS vessel chamber to improve the vacuum quality and minimize the H background51,52. The vacuum pressure in the analysis chamber was 2.1 × 10−10 torr to 3.0 × 10−10 torr during analysis facilitated by a liquid nitrogen cold trap53. Each 15 μm × 15 μm analysis area was pre-sputtered for 2 min with a Cs+ ion beam current of 5 nA to remove the surface coating and potential contamination. A 4 μm × 4 μm region of interest on targets was selected for analysis. The secondary anions 1H−, 2D−, 12C− and 18O− were simultaneously counted by electron multipliers from the central 3 μm × 3 μm areas using the electronic gate technique of NanoSIMS (about 50% blanking). The ion beam current (Fco) was around 0.5 nA for analysis with a beam size of about 500 nm in diameter. The charging effect on the surface of the samples was compensated by an electron gun during analysis. More details are provided in refs. 52,54.
A series of apatite and glass standards were used for calibrating the water abundances and hydrogen isotopes of the samples: Durango apatite (H2O = 0.0478 wt% and δD = −120 ± 5‰) (refs. 16,55) and Kovdor apatite (H2O = 0.98 ± 0.07 wt% and δD = −66 ± 21‰) (ref. 56), the SWIFT MORB glass (H2O = 0.258 wt% and δD = −73 ± 2‰), and two basaltic glasses, ALV-519-4-1 (H2O = 0.17 wt%) (ref. 51) and ALV-1833-11 (H2O = 1.2 wt%) (ref. 51) (Supplementary Table 4). The water content calibration lines established on apatite and glass standards were used for calibrating the samples (Extended Data Fig. 7). Instrument mass fractionation (IMF) on hydrogen isotopic composition are the same between apatite and silicate glass within analytical uncertainties (Extended Data Fig. 7). Instrumental mass fractionation on H isotopic compositions of both apatite and melt inclusions were conducted using the Kovdor apatite standard and monitored by analysing both the Durango apatite and SWIFT MORB glass standards during the whole analytical session (Extended Data Fig. 7). Hydrogen isotopic compositions are given using the delta notation, δD = ((D/H)sample/(D/H)SMOW) − 1) × 1,000‰, where SMOW is the standard mean ocean water with a D/H ratio of 1.5576 × 10−4 (ref. 57).
The instrument H background was monitored by standards of San Carlos olivine58 (H2O = 1.4 μg g−1) and a synthetic anhydrous quartz glass Suprasil 3001 (personal communication with Erik Hauri). The H background correction of ref. 59 was used, which follows the relationship: H/Obg = (Hcounts − Hbg)/Ocounts and D/Hmeasured = (1 − f) × D/Htrue + f × D/Hbg, where f is the proportion of H emitted from the instrumental background. Owing to the inadequate baking and storing time in the instrument, the first 2 days have a slightly higher instrument background at 26–53 μg g−1 (D/Hbg was (1.40 ± 0.25) × 10−4 to (1.13 ± 0.41) × 10−4 and Hbg was 1546 ± 266 counts per second (cps) to 786 ± 81 cps (Supplementary Table 4). The instrument H2O background was about 10 μg g−1 (D/Hbg was (1.19 ± 0.26) × 10−4 to (1.14 ± 0.49) × 10−4 and Hbg was 374 ± 170 cps to 311 ± 37 cps) in the following days (Supplementary Table 4). After background subtraction, the water abundances of apatite and melt inclusions were quantified by the slope of the calibration line (Extended Data Fig. 7), which was determined by measuring apatite and glass standards.
All data are reported with their 2σ uncertainties that include reproducibility of D/H measurements on the reference materials, uncertainty of H2O background subtraction, internal precision on each analysis and uncertainty of corrections of spallation effects (Supplementary Table 5). The raw measured D/H ratios were corrected for the background, followed by IMF and spallation in sequence (Supplementary Table 5).
Correction of water abundances and D/H ratios for spallation effects
The measured D/H ratios have been corrected for the potential effects of spallation by CRE, using a D production rate of 2.17 × 10−12 mol D/g/Ma (ref. 60) for melt inclusions and 9.20 × 10−13 mol D/g/Ma (ref. 61) for apatite, where Ma signifies millions of years ago. The correction errors induced by D spallation are around 50% for δD and negligible for water content42. The CRE age for the CE6 lunar soils derives from a cosmogenic 21Ne age of 146 ± 27 Ma (T21; Zhang, X. et al., manuscript in preparation), which was converted to an exposure age (TCRE) of 108 ± 20 Ma using an empirical relationship (T21 = 1.35 × TCRE) between T21 and TCRE based on the study of Apollo samples60. An uncertainty of 50% (2σ) in D and H production rates raised by the spallation process was combined to calculate its contribution to the δD errors (ref. 42; Supplementary Table 5).
Petrography of CE6 mare basalt
Approximately 28% of the lithic clasts in a total of 578 fragments studied in this work are mare basalt fragments (Supplementary Table 1), which display subophitic, poikilitic and porphyritic textures (Supplementary Fig. 4), similar to those in Zhang, Q. W. L. et al. (manuscript in preparation) and Zhou, Q. et al. (manuscript in preparation). Lath-shaped plagioclase in the basalts exhibits sharp boundaries, whereas pyroxene is anhedral with compositional zonation in BSE images (Supplementary Fig. 4). These basalt fragments are mainly composed of pyroxene, plagioclase and ilmenite with minor Si–K-rich mesostasis, fayalite and troilite, and trace apatite, merrillite, tranquillityite and baddeleyite (Supplementary Fig. 4). Olivine is very rare and absent in most CE6 mare basalt except two basalt fragments (CE6C02,WGP09,G17 and CE6C02,WGP14,G3), as shown in this study and other parallel studies (Zhang, Q. W. L. et al., manuscript in preparation; Zhou, Q. et al., manuscript in preparation). These two olivine grains have several melt inclusions with diameters of about 5–50 μm (Extended Data Fig. 1 and Supplementary Fig. 1). Melt inclusions have experienced post-entrapment crystallization (31–52%) (Extended Data Fig. 1, Extended Data Table 2 and Supplementary Fig. 1). Ilmenite intergrows with plagioclase but has a smaller size and irregular edge, occurring as laths partially enclosed by pyroxene (Supplementary Fig. 1). Nine melt inclusions in ilmenite were identified in 7 CE6 mare basalt fragments with diameters mostly less than 30 μm (Supplementary Fig. 2). Ilmenite-hosted melt inclusions have experienced post-entrapment crystallization (0–31%) (Extended Data Table 2 and Supplementary Fig. 2). Phosphorus- and zirconium-bearing minerals mainly occur in the fine-grained interstitial areas. Several apatite grains are observable in the margins of plagioclase and pyroxene (Supplementary Fig. 3). Most apatite grains have euhedral shape and rare ones are lath-shaped (Supplementary Fig. 3). CE6 mare basalts have notably less apatite (0.067 vol%; Supplementary Table 2) than CE5 basalts (0.4 vol%) (ref. 9). Meanwhile, apatite grains in CE6 mare basalt fragments have smaller sizes (mostly <5 μm; Supplementary Fig. 3).
Mineral chemistry of CE6 mare basalt
Plagioclase from CE6 basalt clasts is relatively homogeneous with a composition of An75.2–92.5Ab5.3–20.1Or0.1–5.0 (Extended Data Fig. 3 and Supplementary Table 3). The pyroxene displays compositional zonation from Mg-rich cores (En42.1–56.1Wo9.1–38.1Fs20.7–49.5) to Fe-rich rims (En0.3–25.9Wo11.6–47.3Fs47.8–87.6) (Extended Data Fig. 2 and Supplementary Table 3). Ilmenite shows no chemical difference between various basalt fragments, containing about 52.9 wt% TiO2 and about 46.2 wt% FeO, with minor other elements (Supplementary Table 3). Most CE6 basalt fragments contain trace fayalite (Mg# < 1). Two relatively large olivine grains having melt inclusions identified in this study are quite homogeneous in chemistry with average Mg# of 49.3 ± 2.7 and 59.1 ± 2.2 (1σ, n = 5; Extended Data Fig. 3 and Supplementary Table 3). Interstitial mesostasis is SiO2-rich (65.2–76.9 wt%) and K2O-rich (2.40–7.65 wt%; Supplementary Table 3). Olivine- and ilmenite-hosted melt inclusions have 38.0–79.9 wt% SiO2, 0.61–7.13 wt% TiO2, 5.43–17.5 wt% Al2O3, 0.68–15.6 wt% CaO and 1.44–33.1 wt% FeO (Extended Data Fig. 5 and Extended Data Table 3). Concentrations of MgO in olivine-hosted melt inclusions range from 3.76 wt% to 16.8 wt%, whereas those of melt inclusions in ilmenite are less than 0.30 wt%. Melt inclusions in olivine have lower SiO2 contents (38.0–60.6 wt%) compared with ilmenite-hosted ones (44.5–79.9 wt%), indicating an earlier entrapment for the former. Apatite grains in this study contain 2.54–4.08 wt% F and 0.09–0.43 wt% Cl (Supplementary Table 3), close to the fluorapatite end-member in the F–Cl–OH ternary diagram (Extended Data Fig. 4). The evaluated OH contents of apatite range from 0 wt% to 0.22 wt%, assuming the volatile site only contains F, Cl and OH. Apatite grains in CE6 mare basalt fragments are usually less than 5 μm, rendering it unavoidable to sample some surrounding minerals during EPMA and yielding an EPMA total usually less than 98 wt% (Supplementary Table 3).
Estimate of water abundance for the parent melt of CE6 mare basalt
Melt inclusions
Melt inclusions are trapped melt in the minerals during crystallization of the parent melt. Three melt inclusions were identified in olivine from two CE6 mare basalt fragments (CE6C02,WGP09,G17 and CE6C02,WGP14,G3; Extended Data Table 2 and Supplementary Fig. 1). These olivine-hosted melt inclusions have a water abundance of 28–46 μg g−1, slightly higher than the instrument background, with large variation in δD values (−358 ± 610‰ to 100 ± 474‰) after correction of spallation effects (Extended Data Table 2). The correction of spallation can markedly affect δD for those samples with water abundances <50 μg g−1 (ref. 42). The hydrogen isotopic compositions for analyses with H2O < 20 μg g−1 may not be reliable because of the extremely low measured D counts1. Thus, those spots with H2O < 20 μg g−1 (that is, two times the instrument background) are not discussed or used in deriving the water abundance for the parent magma and for the mantle source (Extended Data Table 2). An average δD of −96 ± 230‰ (1 s.d.) in olivine-hosted MIs is comparable to some early trapped melt hosted by ilmenite, which have water abundances of 153–184 μg g−1 and δD values of −183‰ to −140‰ with an average value of −158 ± 23‰ (1 s.d.; Fig. 2 and Extended Data Table 2). The low-δD nature of the melt inclusions hosted by olivine and by early-formed ilmenite are comparable to the mantle δD value (−200 ± 200‰) recommended in previous studies9,23,40,62, indicating that these MIs plausibly represent the parent melt in the terms of water abundance and hydrogen isotope signature. This prediction is also supported by the high MgO content in olivine-hosted melt inclusions compared with previous work23,30,32.
The host olivine grains of melt inclusions have forsterite content of 45.0–61.6 atom% (Supplementary Table 3), indicative of early precipitation phases crystallized from the parent melt of the CE6 mare basalt. In comparison, CE6 mare basalt has a slightly lower bulk Ti abundance (4.2 wt%) (Zhou, Q. et al., manuscript in preparation) than that of CE5 (5.3 wt%) (ref. 63), which would result in the late precipitation of ilmenite from the parent melt as shown by modelling28. A gap in water abundance between olivine- and ilmenite-hosted melt inclusions could be the result of the crystallization sequence (Fig. 2). It is also noted that some ilmenite-hosted melt inclusions have comparable values to apatite, suggesting a late entrapment probably accompanying the onset of apatite at a quite late crystallization stage. Therefore, we provide an illustration diagram depicting the potential evolutionary pathways of magmatic water for CE6 mare basalt (Fig. 3). Finally, the δD-poor spots of olivine-hosted melt inclusions are regarded as a target for estimating the water abundance of the parent melt. We estimate a water abundance of 15–22 μg g−1 for the parent melt of the CE6 mare basalt based on the olivine-hosted melt inclusions (Extended Data Table 2). Excluding the notable high δD ilmenite-hosted melt inclusions probably formed accompanying apatite in the late crystallization stages, we estimate the parent melt of the CE6 mare basalt as having a δD value of −123 ± 167‰ (1 s.d.) (Extended Data Table 2).
Apatite
Apatite is the major OH-bearing phase in lunar igneous rocks1. A modal abundance and an average water abundance of apatite were used to quantify water in bulk CE6 basalts. Statistically assessed using the surface areas of apatite grains in all basaltic clast, the modal abundance of apatite in CE6 basalts is found to be less than 0.07 vol% (Supplementary Table 2). The average water content and δD value of the CE6 apatite measured by NanoSIMS 50L are 1,511 ± 748 μg g−1 and 826 ± 94‰ (1 s.d., n = 16), respectively (Extended Data Table 3). Hence, the water abundance of the bulk CE6 basalt is 1.1 ± 0.5 μg g−1 (1 s.d.). Apatite is a late-crystallizing mineral in mare basalts; its notably higher δD values (826 ± 94‰) than the low-δD (−200 ± 200‰) nature of lunar mantle9,23,40,62 and low δD of CE6 melt inclusions indicate strong degassing and loss of water in the form of H2 (refs. 24,25). The hydrogen isotope fractionation during volatile loss into a vacuum is given by α2 = M1/M2, where M1 and M2 are the masses of the volatile phase isotopologues. The change of the isotopic composition of H during volatile loss by Rayleigh fractionation is given by R = R0 × f(α−1), where R0 and R are the initial and final D/H ratios for a fraction f of remaining hydrogen. Degassing of H2 (M1 = 2 for H2 and M2 = 3 for HD) yields an α value of about 0.8165 (ref. 25). Degassing modelling indicates that the crystallization of apatite grains in CE6 mare basalt started at the time when 97.99–99.35% of initial water in the parent melt has been degassed. After degassing loss correction, the water abundance of the parent melt is about 55 ± 25 μg g−1 to 168 ± 77 μg g−1 (1 s.d.).
In another viable approach1,26,27, the authors have developed apatite-based melt hygrometry methodologies, to estimate parent magma water abundance using apatite. These methods are designed to estimate parent melt water abundances from apatite regardless of how much H-degassing has occurred after apatite crystallization. The measured F and H2O abundance in apatite from each fragment was used to derive the parental melt H2O, using a 0.07 vol% modal abundance of apatite (Supplementary Table 2). The results yield H2O abundance of 59–99 μg g−1 for the parental magma (Supplementary Table 6), plotting within the approximately 55–168 μg g−1 range of the other method presented earlier. Considering the early entrapment of olivine-hosted melt inclusions17, these targets were used to estimate the water abundance for the mantle source.
Data availability
All geochemical data generated in this study are included in Extended Data Tables 1–3 and Supplementary Tables 1–7 and are available at Zenodo64 (https://doi.org/10.5281/zenodo.14916067).
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Extended data figures and tables
Extended Data Fig. 1 Petrography of olivine-hosted melt inclusions identified in CE6 mare basalt fragments.
Olivine is quite rare in CE6 mare basalt. Only two in total of 163 CE6 mare basalt fragments surveyed were found to contain olivine hosting melt inclusions. These melt inclusions exhibit post-entrapment crystallisation as indicated by the presence of pyroxene and ilmenite. The host olivine is MgO-rich with forsterite (Fo) content of 45.0–61.6 atom% (Supplementary Data Table 3). The NanoSIMS analytical positions are labeled in Supplementary Fig. 1. Ol, olivine; Px, pyroxene; Pl, plagioclase; Ilm, ilmenite.
Extended Data Fig. 2 Pyroxene quadrilateral diagram of the CE6 mare basalt fragments.
The CE6 mare basalt fragments (red) are plotted in the same range of CE5 (gray field), with relative lower FeO contents63. All data are listed in Supplementary Data Table 3. Di, diopside; En, enstatite; Fs, ferrosilite; Hd, hedenbergite.
Extended Data Fig. 3 Major-element compositions of plagioclase and olivine in CE6 mare basalt fragments.
a, Ternary diagram of plagioclase. b, Histogram exhibiting variation of Mg number (Mg#, Mg/(Mg+Fe) atom%) of olivine. Or, orthoclase; Ab, albite; An, anorthite. All data are listed in Supplementary Data Table 3. CE6 data are in red. Data of CE5 mare basalt (gray) are shown for comparation63.
Extended Data Fig. 4 The ternary atomic plot of apatite from CE6 basalt clasts.
Concentrations of Cl and F were measured using EPMA, and OH was calculated based on the stoichiometry of apatite. Fields for apatite compositions from mare basalts and highlands refer to previous work1. CE6 data are in red and are listed in Supplementary Data Table 3.
Extended Data Fig. 5 Major-element compositions of melt inclusions in CE6 mare basalt fragments.
Variations of SiO2 (a), TiO2 (b), Al2O3 (c), and Na2O (d) contents with MgO contents in olivine- (Ol-MI) and ilmenite-hosted (Ilm-MI) melt inclusions. Previous data from refs. 23,30,32 are plotted for comparation. Ol-MI have notably higher MgO contents than Ilm-MI, suggesting earlier entrapment for the former. All data are listed in Supplementary Data Table 3.
Extended Data Fig. 6 Parent melt water abundances of CE6 mare basalt compared with estimates from nearside samples.
Very low-Ti pyroclastic glass 15427 from ref. 14; low-Ti mare basalt 12002, 12004, 12008, 12020, 12040, 15016, 12039, 12064, 15555, and 15058 from ref. 23; high-Ti mare basalt Apollo 10020, 10044, 74235, and 75055 from refs. 23,30,32; high-Ti pyroclastic melt inclusions in 74220 from refs. 17,30,32,42,65,66; high-Al basalt 14072 and 14053 from refs. 15,23. The error bars represent the ranges of the parent melt water abundances estimated from lunar samples in the literature. The red dashed line is a reference at 18.5 µg.g−1 for comparison.
Extended Data Fig. 7 Water content calibration line and reproducibility of hydrogen isotope analysis established on apatite and silicate glass standards.
a, A water calibration curve was established using the following standards: two apatite (Kovdor and Durango), three basaltic glasses (ALV-1833-11, ALV-519-4−1, and SWIFT MORB glass), and two anhydrous background (San Carlos olivine and Suprasil 3001). The datasets are listed in Supplementary Data Table 4. The analytical uncertainties are 0.42 % and 0.54 % (1σ) for apatite and glasses, respectively. b, Reproducibility of the hydrogen isotope analysis of the standards and the CE6 apatite and melt inclusions over the analytical session. The reproducibility of δD analysis throughout the whole analytical sessions was ±54 ‰ (2σ), estimated on the Kovdor apatite standard. The average δD values measured for the SWIFT MORB glass and Durango apatite are −98 ± 70 ‰ and −97 ± 100 ‰, respectively, consistent with their recommended values (−73‰ and −120‰)16,55 within analytical errors. The average δD values measured for the basaltic glass standards AVL−1833-11 and ALV-519-4−1 are −101 ± 60 ‰ and −94 ± 58 ‰, consistent with previous measured values of −101 ± 86 ‰ and −132 ± 158 ‰, in ref. 9. Data are listed in Extended Data Tables 2, 3 and Supplementary Data Tables 4, 5.
Extended Data Table 1 Mount information summary of 21 mounts in this study
Extended Data Table 2 Water abundance and hydrogen isotopes of melt inclusions in CE6 basalts
Extended Data Table 3 Water abundance and hydrogen isotopes of apatite grains in CE6 basalts
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Abstract
Lunar mare basalts illuminate the nature of the Moon’s mantle, the lunar compositional asymmetry and the early lunar magma ocean (LMO)1,2,3. However, the characteristics of the mantle beneath the vast South Pole–Aitken (SPA) basin on the lunar farside remain a mystery. Here we present the petrology and geochemistry of basalt fragments from Chang’e-6 (CE6), the first returned lunar farside samples from the SPA basin4,5,6,7. These 2.8-billion-year-old CE6 basalts8 share similar major element compositions with the most evolved Apollo 12 ilmenite basalts. They exhibit extreme Sr–Nd depletion, with initial 87Sr/86Sr ratios of 0.699237 to 0.699329 and εNd(t) values (a measure of the neodymium isotopic composition) of 15.80 to 16.13. These characteristics indicate an ultra-depleted mantle, resulting from LMO crystallization and/or later depletion by melt extraction. The former scenario implies that the nearside and farside may possess an isotopically analogous depleted mantle endmember. The latter is probably related to the SPA impact, indicating that post-accretion massive impacts could have potentially triggered large-scale melt extraction of the underlying mantle. Either way, originating during the LMO or later melt extraction, the ultra-depleted mantle beneath the SPA basin offers a deep observational window into early lunar crust–mantle differentiation.
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Main
Orbital observations have identified notable differences in crustal thickness, magmatic activity and geochemical compositions between the nearside and farside of the Moon9,10,11,12. However, the origin of this collective evidence of a lunar asymmetry remains debated. A number of hypotheses have been proposed, including asymmetrical crystallization of the lunar magma ocean (LMO)13,14, asymmetrical mantle convection15,16 or large impacts on the nearside17 or on the farside18,19. One of the key objectives in testing this wide range of hypotheses is to ascertain whether the lunar asymmetry formed during LMO solidification or resulted from subsequent processes. Comparative studies of the deep lunar mantle20 on the nearside and farside have the potential to provide constraints on this issue. However, all sample-return missions to date, from Apollo 11 to Chang’e-5 (CE5), collected samples exclusively from the lunar nearside. Thus, the characteristics of the lunar farside mantle remain unknown because of the lack of farside samples collected.
On 25 June 2024, China’s Chang’e-6 (CE6) mission successfully returned the first lunar farside samples from the South Pole–Aitken (SPA) basin (Fig. 1). The landing site of the CE6 probe was situated on a mare basalt unit (153.9856° W, 41.6383° S)4,5,6,7,21. The samples provide an opportunity to investigate the composition and nature of the farside lunar mantle. In this study, we present a petrological and geochemical study of 16 CE6 basalt fragments picked from two scooped soil subsamples. The findings offer a crucial foundation for revealing the nature of the LMO and the origin of the lunar asymmetry.
Fig. 1: Mare basalt distribution in the SPA basin and the CE6 landing site.

a, TiO2 map for mare basalt in the SPA basin. The Apollo basin, Von Kármán and Leibnitz craters and basaltic plains of Mare Ingenii are also shown. The red box delineates the area depicted in b. b, Regional TiO2 map for the mare basalt of the CE6 landing site (red triangle). The base map is the Chang’e-1 lunar global image mosaic37. The distribution of mare basalts and TiO2 abundances are from refs. 9,38.
The 16 basalt fragments studied here (around 0.5–6 mm in size) exhibit a range of textures, including porphyritic, subophitic and poikilitic (Extended Data Fig. 1). Four of the fragments are of sufficient mass (more than 30 mg) to permit high-precision whole-rock major and trace element and Sr–Nd isotope analyses, as well as petrological observation (Extended Data Fig. 2 and Supplementary Table 1). The CE6 basalt fragments are composed of clinopyroxene, plagioclase and ilmenite, as well as minor amounts of silica, olivine (mostly fayalite), ulvöspinel, troilite, Ca-phosphates and Zr-bearing minerals. The mineral modes were estimated to be 46–70 vol.% clinopyroxene and 22–50 vol.% plagioclase, with ilmenite comprising less than 7 vol.% (Supplementary Table 2). Ilmenite crosscuts both the clinopyroxene and plagioclase, and occurs as a late-stage crystallization phase, indicating a low-Ti basalt crystallization sequence22 (Extended Data Fig. 1). Forsterite is rare in the studied CE6 basalt fragments, with the exception of one grain found in fragment YJFM002-013 (Extended Data Fig. 1b). Various mineral phases in 15 of the 16 fragments were dated through in situ Pb–Pb geochronology, yielding a consistent crystallization age of 2.807 ± 0.003 billion years ago (Ga)8.
The mineral chemistries of the CE6 basalt fragments indicate a cooling crystallization of the lava, similar to the approximately 2.0-billion-year-old CE5 basalt23, as evidenced by the pronounced Fe enrichment (Supplementary Table 3). The clinopyroxene compositions indicate crystallization temperatures ranging from 1,200 down to 800 °C (Extended Data Fig. 3a). On a Ti# (atomic Ti/(Ti + Cr)) versus Mg# (atomic Mg/(Mg + Fe)) plot, the data for the pyroxene follow a crystallization trend typically observed in the low-Ti mare basalts (Extended Data Fig. 3b). The plagioclase grains show considerable variations in anorthite (An) content, ranging from An81 to An94 (Extended Data Fig. 3c). The cores of the olivine grains have a Mg# of 66–58, which is more ferroan than the earliest-crystallizing olivine in the Apollo mare basalts (Extended Data Fig. 3d).
The bulk compositions of the CE6 basalt fragments exhibit contents of TiO2 (3.5–5 wt%), Al2O3 (10–11 wt%) and K2O (0.08–0.11 wt%) consistent with those of low-Ti/low-Al/low-K-type mare basalts (Extended Data Fig. 4 and Supplementary Table 4). In comparison to the Apollo 12 and 15 low-Ti basalts, they show elevated FeO (21–23 wt%) and a low Mg# (30–36). The bulk trace element concentrations, except for Rb, K and P, of the CE6 basalts vary from 30–50 times those of carbonaceous chondrites, thus being much lower than those of the CE5 basalt (Extended Data Fig. 5a). The rare earth elements (REEs) exhibit middle-REE-enriched patterns with a slight negative Eu anomaly ([Eu/Eu*]cn = 0.7–0.8) and a steep heavy-REE trend (Sm/Yb ratios = 1.7–1.9). This REE pattern is similar to those of the Apollo 15 basalts (such as sample 15545), despite the CE6 basalt fragments having overall higher REE concentrations (Extended Data Fig. 5b). The Sr–Nd isotope analyses yielded low initial 87Sr/86Sr ratios of 0.699237 to 0.699329 and extremely high εNd(t) values of 15.80 to 16.13 (Supplementary Table 5). εNd(t) = ((143Nd/144Nd)sample(t)/(143Nd/144Nd)CHUR − 1) × 10,000, where (143Nd/144Nd)sample(t) and (143Nd/144Nd)CHUR are the Nd isotopic compositions of the sample and the chondritic uniform reservoir (CHUR) at t = 2.807 Ga, respectively. The calculated 87Rb/86Sr and 147Sm/144Nd for the mantle source are 0.008–0.011 and 0.262–0.272, respectively, making the CE6 basalt among the most depleted of all reported mare basalts (Fig. 2).
Fig. 2: Mantle-source Rb–Sr and Sm–Nd isotopic evolution of lunar basalts.

a, The 87Rb/86Sr ratios of the CE6 basalt source regions were calculated assuming a single-stage model in which the Moon differentiated at 4.56 Ga, with an initial 87Sr/86Sr ratio of 0.69903 (refs. 39,40). The bulk Moon 87Rb/86Sr value is from refs. 39,41. b, The 147Sm/144Nd ratios of the CE6 basalt source regions were calculated assuming a two-stage growth model following refs. 42,43. In this model, the Moon followed a chondritic path until differentiation occurred at 4.42 ± 0.07 Ga, represented by the model age of urKREEP formation44,45. The Sr and Nd isotopic data from the CE6 basalts were acquired from whole-rock Rb–Sr and Sm–Nd analyses (Supplementary Table 5 and Methods). The initial 87Sr/86Sr and εNd(t) values were calculated using a rock formation age of 2.807 Ga (ref. 8). The horizontal solid lines in a and b refer to the primordial reservoir. The Apollo mare basalt and meteorite data (including samples 12051 and northwest Africa (NWA) 773) are from ref. 43 and references therein. The CE5 basalt data are from ref. 23. The depleted Nd isotopic compositions of the CE6 basalt source could have been produced by either: (1) inheritance from a depleted primordial mantle; and/or (2) later depletion by melt extraction. BABI, basaltic achondrite best initial.
Source Data
Origin of the CE6 basalt
The 16 studied CE6 basalt fragments exhibit an identical age8, comparable mineral chemistries and homogeneous Sr–Nd isotopic compositions, collectively suggesting that they share a similar petrogenesis. However, because of the small sizes of these basalt fragments, their whole-rock major and trace element compositions may have been affected by non-model sampling. Among the four fragments characterized for their bulk geochemical signatures, the fragment YJYX251 exhibits a higher Mg# (36) and lower REE concentrations (Extended Data Fig. 5b). The highest Mg# of clinopyroxene in this fragment is 62 (Supplementary Table 3), which should have precipitated from an equilibrium melt with a low Mg# of 26 when the Mg–Fe partition coefficient is 0.22 (ref. 24). This discrepancy indicates the non-model sampling of Mg-rich clinopyroxene in this fragment. Conversely, the most Mg-rich clinopyroxenes (Mg# = 64–66) in the other three fragments are thought to have precipitated from equilibrium melts with a Mg# of 28–30, consistent with their whole-rock Mg# of 29–31. Therefore, these three fragments are considered to represent the composition of the basalt at the CE6 landing site. They show major element signatures similar to those of the most evolved Apollo 12 ilmenite basalt (12051) (Extended Data Fig. 4). In addition, the CE6 basalt and 12051 fall on a similar Sm–Nd evolutionary trend (Fig. 2b), suggesting that their mantle sources had nearly the same Sm/Nd ratio. It can therefore be posited that the CE6 basalt and the Apollo 12 ilmenite basalt may have originated from mantle sources with similar compositional characteristics.
However, compared to the Apollo 12 ilmenite basalt, the CE6 basalt has a middle-REE enrichment pattern with a steep heavy-REE trend (Extended Data Fig. 5b), indicating slight compositional differences between the mantle sources of these two basalt groups. To elucidate the mechanism responsible for this difference, a trace element modelling approach previously employed for the Apollo basalts25 was employed for the CE6 basalt. Four LMO models26,27,28,29 with initial magma ocean depths from 600 km to fully molten were selected. The slight negative Eu anomaly in the CE6 basalt indicates that its mantle source underwent only a minor degree of plagioclase separation during LMO crystallization. Accordingly, the earliest LMO cumulates that underwent plagioclase separation in each model were taken as the source of the CE6 basalt. Small amounts (0.3–1.0%) of trapped instantaneous residual liquid (TIRL) were added to reproduce the measured source 147Sm/144Nd ratio of 0.262–0.272. The results indicate that the partial melting of these mantle sources is unable to reproduce the REE composition of the CE6 basalt, particularly its steep heavy-REE trend (Extended Data Fig. 6).
Two potential explanations are proposed for the steep heavy-REE pattern observed in the CE6 basalt. One is that garnet was retained in the mantle residue. This mechanism has previously been considered as an explanation for the elevated Sm/Yb ratios of the Apollo 17 green volcanic glasses30 and Apollo 15 basalts25. If 0.8% garnet is retained in the mantle source, then the steep heavy-REE patterns observed in Apollo 15 basalt 15545 and the CE6 basalt can be successfully reproduced (Fig. 3a and Extended Data Fig. 7a). In this scenario, a small degree (1–1.5%) of partial melting with moderate (32–45%) fractional crystallization is required to produce Apollo 15 basalt 15445, with more extensive (66–75%) fractional crystallization needed to generate the CE6 basalt. This result is consistent with the higher Mg# value and lower Al2O3, TiO2 and CaO contents of 15545 than those of the CE6 basalt (Extended Data Fig. 4), indicating that the CE6 basalt may have been formed by the fractional crystallization of a melt with a REE composition similar to the Apollo 15 basalt. Although a possible explanation30 to be considered further, in light of the CE6 REE pattern, lunar garnet has fallen out of favour because it cannot directly crystallize from various LMO models26,27,28 and the experimental study did not support its presence in the mare basalt sources31.
Fig. 3: REE modelling of the origin of the CE6 basalt.

a, REE modelling of deviation from a garnet-bearing mantle source. The mantle source was assumed to be 78 PCS cumulate + 0.6% TIRL from the LMO model from ref. 29, with 0.8% garnet in the residue. A small degree (1–1.5%) of partial melting with moderate (32–45%) fractional crystallization is required to produce the Apollo 15 basalt 15445, with more extensive (66–75%) fractional crystallization needed to generate the CE6 basalt. b, REE modelling of the deviation from a high-Sm/Yb mantle source. The mantle source was assumed to be 78 PCS cumulate from the LMO model of ref. 27 with a contribution of 0.8% high-Ti component, which is represented by an Apollo 11 high-Ti basalt (10050) from ref. 25. A small degree (0.7–1.0%) of partial melting with moderate (0–40%) fractional crystallization can reproduce the REE pattern of the CE6 basalt. The normalization values are from ref. 46. Because the CE6 basalts may have a similar source to the Apollo 12 basalts, we adopted the modal mineralogy calculated for the Apollo 12 basalts (52% olivine, 23% orthopyroxene, 23% pigeonite, 2% augite)25. The model parameters are listed in Supplementary Tables 6 and 7, and details of the batch melting and fractional crystallization model are provided in the Methods. The REE abundances of the CE6 basalt are the average composition of the three fragments CE6C0000YJYX48501, CE6C0000YJYX48901 and CE6C0000YJYX56201. The error bars are 1 s.d. CI chondrite, Ivuna-type carbonaceous chondrite.
Source Data
An alternative possibility is that the CE6 mantle source itself had a high Sm/Yb ratio. Given that the mantle source also exhibits depletion in light REEs with a high Sm/Nd ratio constrained by the Nd isotopes, it would necessitate the incorporation of a middle-REE enriched material into the mantle. One potential source for this material could be the high-Ti component associated with ilmenite-bearing later-stage LMO cumulates. A contribution of this high-Ti component would result in the formation of a high-Sm/Yb-ratio mantle source (Extended Data Fig. 7b). A small degree (0.7–1.0%) of partial melting of this high-Sm/Yb-ratio source with moderate (0–40%) fractional crystallization could reproduce the REE composition of the CE6 basalt (Fig. 3b). This result is also consistent with the relatively higher TiO2 contents of CE6 in comparison to the Apollo low-Ti basalts (Extended Data Fig. 4). If this is the case, it could indicate that mantle overturn15,16 might have occurred in the SPA basin, with ilmenite-bearing later-stage LMO cumulates sinking deep. It should be noted, however, that other mechanisms to form a high-Sm/Yb-ratio mantle source are also conceivable.
Ultra-depleted mantle of the farside SPA basin
The extremely depleted Sr–Nd isotopic compositions indicate that the CE6 basalt originated from an ultra-depleted mantle. The formation of this ultra-depleted mantle beneath the SPA basin could have been controlled by two potential processes: (1) inheritance from a depleted mantle that crystallized from the LMO; and/or (2) later depletion by melt extraction (Fig. 2b).
If the CE6 basalt originated from a deep lunar mantle source that was unaffected by melt extraction, then the depleted characteristics would have presumably formed during LMO crystallization. The isotope systematics of lunar nearside samples have indicated the presence of three major reservoirs in the Moon, including a deep mantle source, a shallow mantle source and the concept of primeval KREEP (the proposed last dreg of LMO which is enriched in K, REEs and P), with the vast majority of lunar samples able to be modelled by the mixing of these three reservoirs32. The deep mantle source with extremely positive εNd values32 is represented by the Apollo 12 ilmenite basalts and their derivation from 350–400 km depth33. The mantle source of the CE6 basalt falls along the same Sm–Nd evolutionary trend as that of the most depleted Apollo 12 ilmenite basalt (12051) (Fig. 2b), and both basalts have similar major elemental compositions (Extended Data Fig. 4), indicating that the most depleted mantle endmembers of the nearside and farside share some petrological and geochemical similarities. This potential hemispheric consistency implies that the nearside and farside could be symmetrical, at least during the LMO crystallization of these mantle sources. The observed asymmetry, including crustal thickness, magmatic activity and geochemical compositions, would then probably be the result of later processes.
Otherwise, the CE6 basalt may have originated from a relatively shallow mantle source that was affected by melt extraction (Fig. 2b). Such melt extraction could have been caused by either the SPA impact or later volcanism. The occurrence of such an event would be expected to be early because it would require time for the mantle to evolve to the highly depleted isotopic compositions at around 2.8 Ga. Compared to the earliest volcanism in the Apollo basin at around 3.4 Ga (ref. 5), melt extraction induced by the SPA impact (around 4.33 Ga from ref. 34) is a more reasonable scenario. The SPA impact that formed an approximately 2,000-km crater could have potentially triggered extensive melt extraction from the underlying mantle (Fig. 4). Simulations of the SPA impact suggest that melting at depths of less than 250 km in the upper mantle may have occurred27,28. This process would not only result in the depletion of incompatible trace elements, as observed in the CE6 mantle source, but also a loss of volatile elements and the fractionation of volatile isotopes, which can be verified by further study of the CE6 basalt. Such impact-related melt extraction would imply that similar post-accretion massive impacts with diameters of more than 1,000 km found throughout the Solar System35 may have played an underappreciated and poorly constrained role in contributing to the early crust–mantle differentiation of terrestrial bodies by impact-induced melting of the upper mantle36. Whether vestigial from LMO crystallization or later depletion by melt extraction, the ultra-depleted mantle beneath the SPA basin informs early lunar crust–mantle evolution.
Fig. 4: Model of the effect of the SPA impact on the deep mantle and the subsequent formation of the CE6 basalt.

a, Formation of the SPA basin at around 4.33 Ga (ref. 34). Hydrocode models suggest that the upper approximately 250 km of the lunar interior was melted47 and that melts gathered at the bottom of the SPA basin to form an approximately 50-km-thick melt sheet after impact47,48. However, the heating effect of the SPA impact on the underlying mantle remains poorly understood. The dashed lines represent the isotherms of the lunar mantle based on constraints from ref. 48. b, Eruption of the CE6 basalt at around 2.8 Ga (ref. 8). The rheological barrier refers to the base of the lithosphere. Removal of the thermally insulating megaregolith/crust in the SPA basin could have resulted in a faster cooling rate and a deeper rheological barrier49. The mantle source of the CE6 basalt may have undergone melt extraction or it may have remained unaffected.
Methods
Sample preparation
The studied CE6 samples (CE6C0100YJFM001, about 5,000 mg, and CE6C0100YJFM002, about 2,000 mg) were allocated by the China National Space Administration. Both samples were scooped from the lunar surface. A total of 16 basalt fragments were picked out from the soil samples for detailed petrological and geochemical analysis (Supplementary Table 1). Four large fragments (CE6C0000YJYX25101, CE6C0000YJYX48501, CE6C0000YJYX48901 and CE6C0000YJYX56201) had sufficient mass (more than 30 mg) for whole-rock major, trace and Sr–Nd isotope analyses to be performed. Thus, each of the four fragments was cut into two parts, one for scanning electron microscope (SEM) analysis and electron probe microanalysis (EPMA), and the other for whole-rock major, trace and Sr–Nd isotope analysis. The remaining 12 smaller fragments were only examined by SEM and EPMA. Before the SEM analysis and EPMA, the samples were embedded in 1-in. epoxy mounts and polished.
SEM analysis and energy dispersive spectrometer mapping
The petrography was carried out on a Zeiss Supra 55 field-emission SEM at the Key Laboratory of Lunar and Deep Space Exploration, National Astronomical Observatories, Chinese Academy of Sciences and a Zeiss Gemini 450 field-emission SEM at the Institute of Geology and Geophysics, Chinese Academy of Sciences (IGGCAS) in Beijing, China. The accelerating voltage was 15.0 kV and the probe current was 2.0 nA. In addition, a Thermo Scientific Apreo SEM equipped with an energy dispersive spectrometer was used at IGGCAS to obtain the modal abundance of each mineral and calculate the bulk major element compositions based on the elemental mapping. The results are listed in Supplementary Table 2.
Electron microprobe analysis of minerals
The major element concentrations of pyroxene, plagioclase, olivine, ilmenite, spinel, quartz, sulfide and phosphates in each sample were analysed using a JEOL JXA8230 electron probe at the National Astronomical Observatories, Chinese Academy of Sciences, and a JEOL JXA8100 electron probe at the IGGCAS. The conditions of the EPMA were as follows: accelerating voltage of 15 kV, probe current of 20 nA, focused beam and peak counting time of 10 s. Calibration of the elemental data was done using a series of natural minerals and synthetic materials. The analytical crystals and calibration standards were as follows: Na (thallium acid phthalate, natural albite), Mg (thallium acid phthalate, natural diopside), Al (thallium acid phthalate, synthetic Al2O3), Si (thallium acid phthalate, natural diopside), Cr (lithium fluoride, synthetic Cr2O3), Mn (lithium fluoride, natural bustamite), Fe (lithium fluoride, haematite), Ni (lithium fluoride, synthetic NiO), K (pentaerythritol, natural K-feldspar), Ca (pentaerythritol, natural diopside) and Ti (pentaerythritol, synthetic rutile). Based on an analysis of the internal laboratory standards, the precision for the major (more than 1.0 wt%) and minor (0.1–1.0 wt%) elements were better than 1.5 and 5.0%, respectively. The analytical data from the samples and standards are listed in Supplementary Table 3.
Whole-rock major and trace elements
Aliquots of 30 mg of each of the four samples analysed for bulk chemistry were mixed thoroughly with ultrapure lithium borate (3.0 g) in a Pt–Au crucible at a ratio of 1:100. The sample was then melted at 1,050 °C using an M4 propane gas automatic fluxer before being cast into a 27-mm-disk-shaped glass sample. The prepared disc-shaped glass sample was measured using panalytical wavelength-dispersive X-ray fluorescence spectrometry. The X-ray fluorescence spectra were calibrated after measuring the intensities of 44 international reference materials. The criteria for selecting these samples were based on the required concentration intervals. The instrument conditions were consistent with those reported in ref. 50.
The trace elements were subsequently analysed using laser ablation inductively coupled plasma mass spectrometry on lithium borate glass discs, employing an Agilent 8900 ICP-MS instrument coupled with a high-repetition-rate Genesis GEO Femtolaser Ablation System51. Ablation was performed using spots with a diameter of 100 µm and a length of 1,000 µm, at a frequency of 1 Hz for 45 s, following a 25-s measurement of the gas blank. A 25-s washout between analyses was used. The gas flows were optimized by spot ablation of the National Institute of Standards and Technology Standard Reference Material (NIST SRM) 612 glass standard reference material to obtain maximum signal intensities while maintaining the ThO/Th ratio below 0.3% and the U/Th ratio at 0.95–1.05. During the test, Al was used as the internal standard, while NIST SRM 612 served as the external standard for sample measurement.
For the major elements, the deviations between the analytical results and the reference values range from 0.5 to 1.5%, depending on the mass fractions of the elements, while the relative standard deviation was maintained within 2%. For trace elements, the measurement bias between the analytical results and the reference values was within 10%, and the relative standard deviation was maintained within 10%. The analytical data of the samples and standards are listed in Supplementary Table 4.
Whole-rock Rb–Sr and Sm–Nd isotopes
All chemical procedures, including sample dissolution and the chromatographic separations, were conducted on and in International Organization for Standardization (ISO) class 5 clean benches or hoods in an ISO class 6 ultra-clean laboratory. Approximately 3–5 mg of CE6 basalt fragments, along with appropriate amounts of 87Rb–84Sr and 149Sm–150Nd spikes, were weighed into 2-ml Savillex perfluoro alkoxy polymer beakers. The samples were dissolved in tightly capped perfluoro alkoxy polymer vials using 0.5 ml of HF and 0.1 ml of HNO3 at 150 °C on a hotplate for 1 day, with intermittent sonication for 1 h to enhance the dissolution. The solutions were then evaporated to dryness and redissolved in 0.2 ml of 1.5 M HCl and 0.1 M HF to obtain a clear solution with no visible residue.
The sample solutions were first loaded into pre-cleaned homemade columns packed with approximately 0.25 ml of AG 50W-X12 200–400-mesh resin to separate the matrix elements Rb, Sr and the REEs. The columns were pre-cleaned using three washes of 3 ml of 6 M HCl, followed by 1 ml of Milli-Q water, and then were equilibrated with 1 ml of 1.5 M HCl and 0.1 M HF. After loading the sample, the major matrix elements and the trace elements, such as U, Pb and Hf, were eluted with four washes of 0.25 ml of 1.5 M HCl and 0.1 M HF. Additional major matrix elements (Fe, Mg and K) were washed out with 1 ml of 1.5 M HCl. After that, Rb was stripped using 1.5 ml of 1.5 M HCl. Subsequently, Sr, Ca, Ba and the REEs were recovered using 5 ml of 6 M HCl.
In the second step, Bio-Rad Bio-Spin columns packed with 0.5 ml of Sr spec resin were used to separate the Sr and REEs. The resin columns were pre-washed using three 2-ml washes of Milli-Q water and conditioned with 2 ml of 3 M HNO3. The Sr–REE solutions from the first column were evaporated to dryness, redissolved in 0.2 ml of 3 M HNO3 and then loaded into the columns. The REEs were collected with the sample load and further recovered by washing with 0.5 ml of 3 M HNO3 three times. After three rounds of washing with 2 ml of 7 M HNO3, the Sr was recovered using 2 ml of Milli-Q water.
Next, Eichrom polypropylene columns packed with 1.7 ml of homemade 2-ethylhexyl phosphonic acid mono-2-ethylhexyl ester (HEHEHP) extraction resin (similar to Eichrom LN2 resin) were used for the Sm–Nd separation. The resin columns were pre-cleaned using 4 ml of 6 M HCl twice, followed by 4 ml of Milli-Q water, and then conditioned using 4 ml of 0.1 M HCl. The REE fractions from the Sr–resin column were dried down, redissolved in 0.15 ml of 0.1 M HCl, and loaded into the HEHEHP columns. The columns were then washed using 0.25 ml of 0.1 M HCl four times. The Ce and Pr were further removed using 4.8 ml of 0.1 M HCl. Subsequently, Nd was recovered using 2 ml of 0.2 M HCl. Finally, Sm was stripped using 2.5 ml of 0.4 M HCl.
The Rb–Sr and Sm–Nd isotopic analyses were conducted using a Thermo Scientific TRITON Plus thermal ionization mass spectrometer. The Sr isotope ratios were measured using W filaments with TaF5 as the ion emitter52, and the Nd isotope ratios were measured as NdO+ also using W filaments with TaF5 as the ion emitter53. During the analytical sessions, the results were 0.710245 ± 0.000020 (2σ, n = 5) for National Bureau of Standards (NBS) 987 Sr and 0.512102 ± 0.000010 (2σ, n = 5) for JNdi-1 Nd, which are consistent with previously reported values (0.710248 ± 0.000011 (2σ) for NBS 987 Sr and 0.512115 ± 0.000007 (2σ) for JNdi-1 Nd)51,54. The procedural blanks were less than 3 pg for Rb, less than 100 pg for Sr, less than 10 pg for Sm and less than 20 pg for Nd, which were negligible compared to the amounts of Sr and Nd in the analysed samples.
The US Geological Survey BCR-2 reference material, in amounts of approximately 3 mg, was analysed alongside the CE6 samples, yielding average values (±2σ, n = 2) of 0.401 ± 0.012 for 87Rb/86Sr, 0.705017 ± 0.000025 for 87Sr/86Sr, 0.1384 ± 0.0002 for 147Sm/144Nd and 0.512625 ± 0.000020 for 143Nd/144Nd, all of which are consistent with their reference values (0.3990 ± 0.0005 for 87Rb/86Sr, 0.705013 ± 0.000010 for 87Sr/86Sr, 0.1380 ± 0.0004 for 147Sm/144Nd and 0.512637 ± 0.000012 for 143Nd/144Nd)55,56. The data are shown in Supplementary Table 5.
Petrography and mineral chemistry
The basalt fragments could be texturally subdivided into three types: porphyritic, subophitic and poikilitic (Extended Data Fig. 1). The porphyritic clasts commonly exhibit coarse-grained (50 × 300 μm) clinopyroxene phenocrysts in a fine-grained (less than 10 μm) matrix (Extended Data Fig. 1a). The matrix is composed of acicular plagioclase (An76.3–85.2), interstitial clinopyroxene and tiny (less than 5 μm) ilmenite (Extended Data Fig. 1a). Compared with the clinopyroxene phenocrysts, those in the matrix have higher FeO (32.1–38.8 wt%) but lower MgO (4.03–19.0 wt%) and Cr2O3 (0.10–1.19 wt%) contents. The ilmenite needles commonly show three directions cutting the matrix plagioclase and pyroxene, representing a late-stage crystallization phase.
The subophitic clasts show various grain sizes (20–300 μm) and consist mainly of plagioclase, clinopyroxene and ilmenite, with minor Fe–Ti-spinel (ulvöspinel), troilite, olivine and cristobalite (Extended Data Fig. 1b,c). Both the clinopyroxene and olivine have compositional zoning, with Mg-rich cores and Fe-rich rims. The plagioclase shows euhedral to subhedral shape with anorthite-rich composition (An83.6–91.9) (Supplementary Table 3). The single olivine grain with a forsterite core (Extended Data Fig. 1b) shows a large compositional range (Fo2.7–58.5) (Supplementary Table 3).
The poikilitic clasts are mainly composed of clinopyroxene, plagioclase and ilmenite, with accessory Fe–Ti-spinel (ulvöspinel) and troilite, and a mesostasis including K-feldspar, fayalite, cristobalite, baddeleyite, tranquillityite, zirconolite and phosphates (Extended Data Fig. 1d). Clinopyroxenes of various sizes are included in the coarse-grained (larger than 100 μm) plagioclases. The plagioclase is anorthite-rich (An81.9–94.3). The clinopyroxene shows a large compositional range (Wo8.5–38.9En0.2–54.9Fs20.8–89.8) and is systematically characterized by Mg-rich cores (Mg# = 27.6–66.1) and Fe-rich rims (Mg# = 0.2–39.1). The euhedral spinel has 1.9–6.5 wt% Cr2O3, 61.5–64.0 wt% FeO and 30.2–32.4 wt% TiO2. Small amounts of Fe-rich olivine (Fo1.6), associated with cristobalite, baddeleyite, tranquillityite, zirconolite and phosphates, occur as mesostasis phases representing late-stage crystallization products.
Batch melting and fractional crystallization modelling
We used trace elements to model the batch melting and fractionation crystallization processes to reproduce the REE compositions of the CE6 basalt following the same method used in refs. 23,25. The batch melting was modelled using the following equation: CL/C0 = 1/(D0 + F(1  −D0)), where CL represents the weight concentration of a trace element in the melt; C0 is the weight concentration of the trace element in the original cumulate source; F is the melt fraction; and D0 is the bulk distribution coefficient of the solid phase.
The bulk distribution coefficient is determined by multiplying each mineral partition coefficient by its modal abundance in the source. Because the CE6 basalts have a source similar to that of the Apollo 12 basalts, we adopt the modal mineralogy calculated for the Apollo 12 samples25. The REE partition coefficients for olivine57, orthopyroxene58, augite58, pigeonite59, plagioclase60 and garnet61 are listed in Supplementary Table 6.
Four mantle sources were used for the modelling: (1) 76 PCS cumulate + 0.7% TIRL of the LMO model from ref. 26; (2) 78 PCS cumulate + 1% TIRL of the LMO model from ref. 27; (3) 88 PCS cumulate + 0.3% TIRL of the LMO model from ref. 28; and (4) 78 PCS cumulate + 0.3% TIRL of the LMO model from ref. 29. The earliest LMO cumulates that underwent plagioclase separation in each model were taken as the source of the CE6 basalt. Small amounts (0.3–1.0%) of TIRL were added to reproduce the 147Sm/144Nd ratio (0.262–0.272) of the CE6 basalt source. The REE concentrations of the PCS and TIRL are listed in Supplementary Table 7. Using these bulk distribution coefficients (D0) and the solid cumulate (C0), the REE concentrations in the melt (CL) were calculated for increasing melt fractions (F). The results are shown in Extended Data Fig. 6.
The trace element concentrations in the remaining melt, following fractional crystallization, were calculated using the Rayleigh fractionation equation: CL/C0 = (1 − F)D−1, where D is the bulk distribution coefficient (the same as in the batch melting model), F is the mass fraction of crystallized solids, and C0 and CL are the element concentrations in the initial and final melt, respectively. Two scenarios are proposed to reproduce the high Sm/Yb ratio of the CE6 basalt: (1) a garnet-bearing mantle source, where the initial melts are assumed to have resulted from 1–1.5% batch melting of the 78 PCS cumulate + 0.6% TIRL of the LMO model from ref. 29, with 0.8% garnet in the residue; and (2) a high Sm/Yb ratio mantle source, where the initial melts are assumed to have resulted from a 0.7–1% batch melting of the 78 PCS cumulate of the LMO model from ref. 27, mixed with 0.8% of a high-Ti component. These results are presented in Fig. 3 and Extended Data Fig. 7.
Data availability
All data generated in this study are included in Supplementary Tables 1–7 and are available at Zenodo (https://doi.org/10.5281/zenodo.15029797)62. Source data are provided with this paper.
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References
 
	Neal, C. R. & Taylor, L. A. Petrogenesis of mare basalts: a record of lunar volcanism. Geochim. Cosmochim. Acta
56, 2177–2211 (1992).

	Warren, P. H. & Taylor, G. J. in Treatise on Geochemistry (ed. Turekian, K. K.) 213–250 (Elsevier, 2014).

	Wieczorek, M. A. et al. in New Views of the Moon. Reviews in Mineralogy & Geochemistry Vol. 60 (eds Jolliff, B. L. et al.) 221–364 (Mineralogical Society of America and Geochemical Society, 2006).

	Yue, Z. et al. Geological context of Chang’e-6 landing area and implications for sample analysis. Innovation
5, 100663 (2024).

	Qian, Y. et al. Long-lasting farside volcanism in the Apollo basin: Chang’e-6 landing site. Earth Planet. Sci. Lett.
637, 118737 (2024).

	Guo, D. et al. Geological investigation of the lunar Apollo basin: from surface composition to interior structure. Earth Planet. Sci. Lett.
646, 118986 (2024).

	Zeng, X. et al. Landing site of the Chang’e-6 lunar farside sample return mission from the Apollo basin. Nature Astron.
7, 1188–1197 (2023).

	Zhang, Q. W. L. et al. Lunar farside volcanism 2.8 billion years ago from Chang’e-6 basalts. Nature
https://doi.org/10.1038/s41586-024-08382-0 (2024).

	Nelson, D. M. et al. Mapping lunar maria extents and lobate scarps using LROC image products. In 45th Lunar and Planetary Science Conference, 2861 (Lunar and Planetary Institute, 2014).

	Zuber, M. T., Smith, D. E., Lemoine, F. G. & Neumann, G. A. The shape and internal structure of the Moon from the Clementine mission. Science
266, 1839–1843 (1994).

	Jolliff, B. L., Gillis, J. J., Haskin, L. A., Korotev, R. L. & Wieczorek, M. A. Major lunar crustal terranes: surface expressions and crust–mantle origins. J. Geophys. Res.: Planets
105, 4197–4216 (2000).

	Wieczorek, M. A. et al. The crust of the Moon as seen by GRAIL. Science
339, 671–675 (2013).

	Loper, D. E. & Werner, C. L. On lunar asymmetries 1. Tilted convection and crustal asymmetry. J. Geophys. Res.: Planets
107, 13-11–13-17 (2002).

	Wasson, J. T. & Warren, P. H. Contribution of the mantle to the lunar asymmetry. Icarus
44, 752–771 (1980).

	Zhong, S. J., Parmentier, E. M. & Zuber, M. T. A dynamic origin for the global asymmetry of lunar mare basalts. Earth Planet. Sci. Lett.
177, 131–140 (2000).

	Parmentier, E. M., Zhong, S. & Zuber, M. T. Gravitational differentiation due to initial chemical stratification: origin of lunar asymmetry by the creep of dense KREEP? Earth Planet. Sci. Lett.
201, 473–480 (2002).

	Zhu, M. H., Wunnemann, K., Potter, R. W. K., Kleine, T. & Morbidelli, A. Are the Moon’s nearside–farside asymmetries the result of a giant impact? J. Geophys. Res.: Planets
124, 2117–2140 (2019).

	Jones, M. J. et al. A South Pole–Aitken impact origin of the lunar compositional asymmetry. Sci. Adv.
8, eabm8475 (2022).

	Zhang, N. et al. Lunar compositional asymmetry explained by mantle overturn following the South Pole–Aitken impact. Nat. Geosci.
15, 37–41 (2022).

	Treiman, A. H. & Semprich, J. A dunite fragment in meteorite Northwest Africa (NWA) 11421: a piece of the Moon’s mantle. Am. Mineral.
108, 2182–2192 (2023).

	Yang, W., He, Y., Qian, Y. & Yue, Z. Scientists eager for Chang’e-6 lunar farside samples to bring new discoveries. Innovation
5, 100660 (2024).

	Papike, J. J., Hodges, F. N., Bence, A. E., Cameron, M. & Rhodes, J. M. Mare basalts: crystal chemistry, mineralogy, and petrology. Rev. Geophys.
14, 475–540 (1976).

	Tian, H. C. et al. Non-KREEP origin for Chang’e-5 basalts in the Procellarum KREEP Terrane. Nature
600, 59–63 (2021).

	Bédard, J. H. Parameterization of the Fe=Mg exchange coefficient (Kd) between clinopyroxene and silicate melts. Chem. Geol.
274, 169–176 (2010).

	Hallis, L. J., Anand, M. & Strekopytov, S. Trace-element modelling of mare basalt parental melts: implications for a heterogeneous lunar mantle. Geochim. Cosmochim. Acta
134, 289–316 (2014).

	Lin, Y., Tronche, E. J., Steenstra, E. S. & van Westrenen, W. Experimental constraints on the solidification of a nominally dry lunar magma ocean. Earth Planet. Sci. Lett.
471, 104–116 (2017).

	Charlier, B., Grove, T. L., Namur, O. & Holtz, F. Crystallization of the lunar magma ocean and the primordial mantle–crust differentiation of the Moon. Geochim. Cosmochim. Acta
234, 50–69 (2018).

	Rapp, J. F. & Draper, D. S. Fractional crystallization of the lunar magma ocean: updating the dominant paradigm. Meteorit. Planet. Sci.
53, 1432–1455 (2018).

	Jing, J.-J., Lin, Y., Knibbe, J. S. & van Westrenen, W. Garnet stability in the deep lunar mantle: constraints on the physics and chemistry of the interior of the Moon. Earth Planet. Sci. Lett.
584, 117491 (2022).

	Neal, C. R. Interior of the Moon: the presence of garnet in the primitive deep lunar mantle. J. Geophys. Res.: Planets
106, 27865–27885 (2001).

	Kesson, S. Mare basalts: melting experiments and petrogenetic interpretations. In Proc. 6th Lunar and Planetary Science Conference (ed. Merriill, R. B.) 921–944 (Pergamon, 1975).

	Snyder, G. A., Borg, L. E., Nyquist, L. E. & Taylor, L. A. in Origin of the Earth and Moon (eds Canup, R. M. et al.) 361–395 (Univ. Arizona Press, 2000).

	Longhi, J. Experimental petrology and petrogenesis of mare volcanics. Geochim. Cosmochim. Acta
56, 2235–2251 (1992).

	Joy, K. H. et al. Evidence of a 4.33 billion year age for the Moon’s South Pole–Aitken basin. Nat. Astron.
9, 55–65 (2024).

	Frey, H. Ages of very large impact basins on Mars: implications for the late heavy bombardment in the inner Solar System. Geophys. Res. Lett.
35, L13203 (2008).

	Johnson, T. E. et al. Giant impacts and the origin and evolution of continents. Nature
608, 330–335 (2022).

	Li, C. L. et al. The global image of the Moon by the Chang’E-1: data processing and lunar cartography. Sci. China Earth Sci.
53, 1091–1102 (2010).

	Sato, H. et al. Lunar mare TiO2 abundances estimated from UV/Vis reflectance. Icarus
296, 216–238 (2017).

	Nyquist, L. Lunar Rb-Sr chronology. Phys. Chem. Earth.
10, 103–142 (1977).

	Nyquist, L. et al. Rb–Sr systematics for chemically defined Apollo 15 and 16 materials. In Proc. of the 4th Lunar and Planetary Science Conference (ed. Gose, W. A.) 1823–1846 (Pergamon, 1973).

	Neal, C. & Taylor, L. Modeling of lunar basalt petrogenesis–Sr isotope evidence from Apollo 14 high-alumina basalts. In Proc. of the 20th Lunar and Planetary Science Conference 101–108 (1990).

	Borg, L. E. et al. Mechanisms for incompatible-element enrichment on the Moon deduced from the lunar basaltic meteorite Northwest Africa 032. Geochim. Cosmochim. Acta
73, 3963–3980 (2009).

	Elardo, S. M. et al. The origin of young mare basalts inferred from lunar meteorites Northwest Africa 4734, 032, and LaPaz Icefield 02205. Meteorit. Planet. Sci.
49, 261–291 (2014).

	Nyquist, L. E. et al. 146Sm–142Nd formation interval for the lunar mantle. Geochim. Cosmochim. Acta
59, 2817–2837 (1995).

	Nyquist, L. E. & Shih, C. Y. The isotopic record of lunar volcanism. Geochim. Cosmochim. Acta
56, 2213–2234 (1992).

	Sun, S.-s. & McDonough, W. F. Chemical and isotopic systematics of oceanic basalts: implications for mantle composition and processes. Geol. Soc. Spec. Publ.
42, 313–345 (1989).

	Hurwitz, D. M. & Kring, D. A. Differentiation of the South Pole–Aitken basin impact melt sheet: implications for lunar exploration. J. Geophys. Res.: Planets
119, 1110–1133 (2014).

	Potter, R. W. K., Collins, G. S., Kiefer, W. S., McGovern, P. J. & Kring, D. A. Constraining the size of the South Pole–Aitken basin impact. Icarus
220, 730–743 (2012).

	Head, J. W., Wang, X., Lark, L. H., Wilson, L. & Qian, Y. Lunar nearside–farside Mare basalt asymmetry: the combined role of global crustal thickness variations and South Pole–Aitken (SPA) basin‐induced lithospheric thickening. Geophys. Res. Lett.
51, e2024GL110510 (2024).

	Xue, D.-S. et al. Quantitative verification of 1:100 diluted fused glass beads for X-ray fluorescence analysis of geological specimens. J. Anal. At. Spectrom.
35, 2826–2833 (2020).

	Thirlwall, M. Long-term reproducibility of multicollector Sr and Nd isotope ratio analysis. Chem. Geol.: Isot. Geosci. Sect.
94, 85–104 (1991).

	Li, Q.-L., Chen, F., Yang, J.-H. & Fan, H.-R. Single grain pyrite Rb–Sr dating of the Linglong gold deposit, eastern China. Ore Geol. Rev.
34, 263–270 (2008).

	Chu, Z., Chen, F., Yang, Y. & Guo, J. Precise determination of Sm, Nd concentrations and Nd isotopic compositions at the nanogram level in geological samples by thermal ionization mass spectrometry. J. Anal. At. Spectrom.
24, 1534–1544 (2009).

	Tanaka, T. et al. JNdi-1: a neodymium isotopic reference in consistency with LaJolla neodymium. Chem. Geol.
168, 279–281 (2000).

	Weis, D. et al. High-precision isotopic characterization of USGS reference materials by TIMS and MC-ICP-MS. Geochem. Geophys. Geosyst.
7, Q08006 (2006).

	Raczek, I., Stoll, B., Hofmann, A. W. & Peter Jochum, K. High-precision trace element data for the USGS reference materials BCR-1, BCR-2, BHVO-1, BHVO-2, AGV-1, AGV-2, DTS-1, DTS-2, GSP-1 and GSP-2 by ID-TIMS and MIC-SSMS. Geostandards Newslett.
25, 77–86 (2001).

	McKay, G. A. Crystal/liquid partitioning of REE in basaltic systems: extreme fractionation of REE in olivine. Geochim. Cosmochim. Acta
50, 69–79 (1986).

	Yao, L., Sun, C. & Liang, Y. A parameterized model for REE distribution between low-Ca pyroxene and basaltic melts with applications to REE partitioning in low-Ca pyroxene along a mantle adiabat and during pyroxenite-derived melt and peridotite interaction. Contrib. Mineral. Petrol.
164, 261–280 (2012).

	McKay, G., Le, L. & Wagstaff, J. Constraints on the origin of the mare basalt europium anomaly: REE partition coefficients for pigeonite. In Lunar Planet. Sci. Conf.
22, 883–884 (1991).

	Phinney, W. C. & Morrison, D. A. Partition coefficients for calcic plagioclase: implications for Archean anorthosites. Geochim. Cosmochim. Acta
54, 1639–1654 (1990).

	Green, T. H., Blundy, J. D., Adam, J. & Yaxley, G. M. SIMS determination of trace element partition coefficients between garnet, clinopyroxene and hydrous basaltic liquids at 2–7.5 GPa and 1080–1200 °C. Lithos
53, 165–187 (2000).

	Zhou, Q. et al. Repository: ultra-depleted mantle source of basalts from the South Pole–Aitken Basin. Zenodo
https://doi.org/10.5281/zenodo.15029797 (2025).

	Lindsley, D. H. & Andersen, D. J. A two-pyroxene thermometer. J. Geophys. Res.: Solid Earth
88, A887–A906 (1983).

	Grove, T. L. & Krawczynski, M. J. Lunar mare volcanism: where did the magmas come from? Elements
5, 29–34 (2009).

	Arai, T., Warren, P. H. & Takeda, H. Four lunar mare meteorites: crystallization trends of pyroxenes and spinels. Meteorit. Planet. Sci.
31, 877–892 (1996).

	Robinson, K. L., Treiman, A. H. & Joy, K. H. Basaltic fragments in lunar feldspathic meteorites: connecting sample analyses to orbital remote sensing. Meteorit. Planet. Sci.
47, 387–399 (2012).

	Anand, M., Taylor, L. A., Misra, K. C., Demidova, S. I. & Nazarov, M. A. KREEPy lunar meteorite Dhofar 287 A: a new lunar mare basalt. Meteorit. Planet. Sci.
38, 485–499 (2003).

	Chen, Y. et al. Chang’e-5 lunar samples shed new light on the Moon. Innov. Geosci.
1, 100014 (2023).

	Shearer, C., Papike, J., Galbreath, K. & Shimizu, N. Exploring the lunar mantle with secondary ion mass spectrometry: a comparison of lunar picritic glass beads from the Apollo 14 and Apollo 17 sites. Earth Planet. Sci. Lett.
102, 134–147 (1991).


Acknowledgements
The CE6 lunar samples were provided by the China National Space Administration. We thank R. Mitchell, Y. Chen, Q.-L. Li, J. Zhang, Y. Lin and X.-H. Li for their constructive comments, and S. Zhao for logistical support. This study was funded by the National Natural Science Foundation of China (42441813, 42425303, 42241103 and 62227901), the Bureau of Frontier Sciences and Basic Research, Chinese Academy of Sciences (QYJ-2025-0102 and QYJ-2025-0104) and the Key Research Program of the Institute of Geology and Geophysics, Chinese Academy of Sciences (IGGCAS-202101 and IGGCAS-202401).
Author information
Authors and Affiliations
 
	Key Laboratory of Lunar and Deep Space Exploration, National Astronomical Observatories, Chinese Academy of Sciences, Beijing, China
Qin Zhou, Saihong Yang, Xingguo Zeng, Guangliang Zhang, Hongbo Zhang & Chunlai Li

	Key Laboratory of Earth and Planetary Physics, Institute of Geology and Geophysics, Chinese Academy of Sciences, Beijing, China
Wei Yang, Honggang Zhu, Huijuan Zhang, Heng-Ci Tian & Lixin Gu

	State Key Laboratory of Lithospheric Evolution, Institute of Geology and Geophysics, Chinese Academy of Sciences, Beijing, China
Zhuyin Chu, Ding-Shuai Xue, Li-Hui Jia, Peng Peng, Dan-Ping Zhang & Fu-Yuan Wu

	State Key Laboratory of Geological Processes and Mineral Resources, and Frontiers Science Center for Deep-time Digital Earth, China University of Geosciences (Beijing), Beijing, China
Honggang Zhu

	Center for High Pressure Science and Technology Advanced Research, Beijing, China
Yanhao Lin

	East China University of Technology, Nanchang, China
Huijuan Zhang


Contributions
F.-Y.W., C.L. and W.Y. designed the research. Q.Z., G.Z., Hongbo Zhang and H.-C.T. prepared the samples. Q.Z., S.Y., L.-H.J., Huijuan Zhang, H.-C.T. and L.G. performed the EMPA and SEM and energy dispersive spectrometer analyses. Q.Z., D.-S.X. and D.-P.Z. performed the major and trace element analyses. Z.C., H. Zhu, W.Y. and P.P. performed the Sr–Nd isotope analysis. H. Zhu, W.Y. and Y.L. performed the trace element modelling. Q.Z., W.Y. and X.Z. prepared the figures. Q.Z., W.Y., C.L. and F.-Y.W. wrote the manuscript.
Corresponding authors
Correspondence to Wei Yang, Chunlai Li or Fu-Yuan Wu.
Ethics declarations
Competing interests
The authors declare no competing interests.
Peer review
Peer review information
Nature thanks Stephen Elardo, Claire McLeod and Romain Tartese for their contribution to the peer review of this work. Peer reviewer reports are available.
Additional information
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
Extended data figures and tables
Extended Data Fig. 1 Backscatter electron images of typical CE6 basalt fragments with various textures.
a, Porphyritic fragment. b, c, Subophitic fragment. d, Poikilitic fragment. Detailed sample description is provided in the Methods. Cpx, clinopyroxene; Pl, plagioclase; Ol, olivine; Ilm, ilmenite.
Extended Data Fig. 2 Stereomicrographs of the four large CE6 basalt fragments selected for whole-rock analyses.
a, CE6C0000YJYX25101. b, CE6C0000YJYX48501. c, CE6C0000YJYX48901. d, CE6C0000YJYX56201.
Extended Data Fig. 3 Mineral chemistry of the CE6 basalt fragments.
a, Quadrilateral diagram of pyroxene in the CE6 basalt fragments. Temperature contours63 calculated at 0.5 GPa are shown, where 0.5 GPa was chosen according to the possible pressure range for the low-Ti basalts64. The CE5 samples are plotted (grey region) for comparison. Di, diopside; En, enstatite; Fs, ferrosilite; Hd, hedenbergite. b, Ti# versus Mg# diagram of the pyroxene from CE6 basalt fragments. Fields represent variation in Mg# and Ti# in Apollo very low-Ti, low-Ti, and high-Ti mare basalts65,66. c, Ternary diagram of plagioclase in the CE6 basalt. An, anorthite; Ab, albite; Or, orthoclase. d, Comparison of olivine compositions in CE6 basalts with those within the CE5, Apollo 12 and Apollo 15 basalts23,67. Data are provided in Supplementary Table 3.
Source Data
Extended Data Fig. 4 Whole-rock major element compositions for the CE6 basalt fragments compared to various types of lunar mare basalts.
a, SiO2 versus Mg#. b, TiO2 versus Mg#. c, Al2O3 versus Mg#. d, Cr2O3 versus Mg#. e, FeO versus Mg#. f, CaO versus Mg#. g, Na2O versus Mg#. h, K2O versus Mg#. i, P2O5 versus Mg#. The Apollo and Luna data are from the mare basalt database of Clive Neal (https://www3.nd.edu/~cneal/Lunar-L/). The CE5 data are from ref. 68. Abbreviation: 251, CE6C0000YJYX25101.
Source Data
Extended Data Fig. 5 Trace element spider diagram and REE patterns for the CE6 basalts compared to low-Ti lunar mare basalts.
a, Chondrite-normalized trace element spider diagram. b, Chondrite-normalized REE patterns. The Apollo and Luna data are from the mare basalt database of Clive Neal (https://www3.nd.edu/~cneal/Lunar-L/). The CE5 data are from ref. 68. Normalization values are from ref. 46.
Source Data
Extended Data Fig. 6 Chondrite-normalized REE patterns and REE modelling for various degrees of partial melting of the mantle sources.
a, REE modelling using the LMO model from ref. 26. b, REE modelling using the LMO model from ref. 27. c, REE modelling using the LMO model from ref. 28. d, REE modelling using the LMO model from ref. 29. The earliest LMO cumulates that underwent plagioclase separation in each model are taken as the source of the CE6 basalt. Small amounts (0.3–1.0%) of trapped instantaneous residual liquid (TIRL) were added to reproduce the measured source 147Sm/144Nd ratio of 0.262–0.272. As the CE6 basalts have a similar source as Apollo 12 basalts, we adopt the modal mineralogy calculated for Apollo 12 (52% olivine, 23% orthopyroxene, 23% pigeonite, 2% augite; ref. 25). The melts are produced after 0.1–5% partial melting of the mantle sources. Model parameters are listed in Supplementary Tables 6, 7. Detailed description of batch melting and fractional crystallization modeling is provided in the Methods. Normalization values are from ref. 46. Data of the Apollo basalts (A12051 and A15545) are from the mare basalt database of Clive Neal (https://www3.nd.edu/~cneal/Lunar-L/). The modelling results indicate that partial melting of these mantle sources is unable to reproduce the REE composition of the CE6 basalt, particularly the steep heavy-REE pattern. The REE abundances of the CE6 basalt are the average composition of the three fragments (CE6C0000YJYX48501, CE6C0000YJYX48901, and CE6C0000YJYX56201). The error bars are one standard deviation.
Source Data
Extended Data Fig. 7 Sm/Yb versus La plot for mare basalts and Apollo 17 volcanic glass.
a, Modelling of the deviation from a garnet-bearing mantle source. The dashed lines denote the melts produced by partial melting of the mantle source (78 PCS + 0.6% TIRL; PCS, percent crystallized solid; TIRL, trapped instantaneous residual liquid) with various proportions of garnet retained in the residue. The CE6 basalt exhibits high Sm/Yb ratios, which require 0.8% garnet retained in the mantle residue. b, Modelling of the deviation from a high Sm/Yb ratio mantle source. The purple lines denote the melts produced by partial melting of the high Sm/Yb ratio mantle source (78 PCS + 0.8% high-Ti component). The high Sm/Yb ratio of the CE6 basalt can also be reproduced by partial melting of a high Sm/Yb ratio mantle source. The Apollo mare basalt data are from the mare basalt database of Clive Neal (https://www3.nd.edu/~cneal/Lunar-L/). The Apollo 17 volcanic glass data are from ref. 69.
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Abstract
When two monolayer materials are stacked with a relative twist, an effective moiré translation symmetry emerges, leading to fundamentally different properties in the resulting heterostructure. As such, moiré materials have recently provided highly tunable platforms for exploring strongly correlated systems1,2. However, previous studies have focused almost exclusively on monolayers with triangular lattices and low-energy states near the Γ (refs. 3,4) or K (refs. 5,6,7,8,9) points of the Brillouin zone (BZ). Here we introduce a new class of moiré systems based on monolayers with triangular lattices but low-energy states at the M points of the BZ. These M-point moiré materials feature three time-reversal-preserving valleys related by threefold rotational symmetry. We propose twisted bilayers of exfoliable 1T-SnSe2 and 1T-ZrS2 as realizations of this new class. Using extensive ab initio simulations, we identify twist angles that yield flat conduction bands, provide accurate continuum models, analyse their topology and charge density and explore the platform’s rich physics. Notably, the M-point moiré Hamiltonians exhibit emergent momentum-space non-symmorphic symmetries and a kagome plane-wave lattice structure. This represents, to our knowledge, the first experimentally viable realization of projective representations of crystalline space groups in a non-magnetic system. With interactions, these systems act as six-flavour Hubbard simulators with Mott physics. Moreover, the presence of a momentum-space non-symmorphic in-plane mirror symmetry renders some of the M-point moiré Hamiltonians quasi-one-dimensional in each valley, suggesting the possibility of realizing Luttinger-liquid physics.
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Main
Moiré heterostructures have recently emerged as versatile quantum simulators of archetypal condensed matter models1,2. When two identical or nearly identical monolayers are twisted, the resulting moiré modulation of the interlayer potential gives rise to an effective moiré discrete translation symmetry. In the moiré BZ, the moiré-modulated interlayer hybridization opens gaps in the folded band structure, quenching the kinetic energy of the monolayer electrons10. The moiré system thus enters an interaction-dominated regime, providing a tunable platform for simulating various prototypical condensed matter systems. A notable example is twisted bilayer graphene5, which hosts unconventional superconductors11 and correlated insulators12 near the magic angle and has recently been shown to simulate topological heavy-fermions13,14. Transition-metal dichalcogenide (TMD) heterobilayers can emulate the Hubbard model on a triangular lattice7,15, whereas twisted WTe2 exhibits signatures of a one-dimensional Luttinger liquid, although its theoretical description remains challenging owing to the complex monolayer band structure16. Beyond these examples, a growing body of theoretical and experimental work has explored other exotic phases in TMDs17,18,19,20,21,22. Furthermore, both integer and fractional Chern insulator states have been reported in moiré TMD23,24,25,26,27,28,29,30, graphene31,32,33 and graphene–boron nitride heterostructures34,35,36,37.
Until now, nearly all moiré heterostructures have been based on twisting monolayers with triangular lattices and low-energy states near the Γ (refs. 3,4) or K (refs. 5,6,7,8,9) points, leading to systems with one or two valleys (in the two-valley case, time-reversal exchanges the valley). This work introduces a new family of moiré materials by twisting monolayers with triangular lattices and low-energy states around the M point of the BZ. These M-point moiré systems feature three time-reversal-preserving valleys related by C3z rotation symmetry. Building on extensive ab initio calculations, we propose (among others38) experimentally exfoliable twisted SnSe2 and ZrS2 as promising platforms for realizing M-point moiré heterostructures. We develop quantitative simplified models for these systems and perform a detailed analysis of the band structure, topology and charge density of the flat bands at the predicted small twist angles. We show analytically that M-point moiré Hamiltonians exhibit a new type of symmetry, termed momentum-space non-symmorphic39,40,41,42,43. In crystallography, space groups are symmorphic or non-symmorphic, depending on whether they include symmetry operations that translate the origin by a fraction of the lattice vectors. Although in real space conventional crystalline groups can feature both symmorphic and non-symmorphic operations, in momentum space, all conventional crystalline groups exhibit only symmorphic operations. M-point moiré systems are the first experimentally realizable non-magnetic systems to exhibit momentum-space non-symmorphic symmetries, all without requiring an applied magnetic field in the range of thousands of Tesla39,40,41. In a single valley, these non-symmorphic symmetries can render the system effectively one-dimensional at the single-particle level, making M-point moiré systems prime candidates for Luttinger-liquid simulators16,44. With all three valleys considered, they can realize a multi-orbital triangular lattice Hubbard model (H. Hu et al., to be published), in which valley-spin local moments couple differently along the three C3z-related directions, in a manner reminiscent of Kitaev’s honeycomb model45.
M-point moiré models
For triangular monolayer lattices, the moiré lattice is also triangular, generated by the reciprocal lattice vectors \({{\bf{b}}}_{{M}_{1}}\) and \({{\bf{b}}}_{{M}_{2}}\) (see Supplementary Information Section IV). These vectors span the moiré reciprocal lattice \({\mathcal{Q}}={\mathbb{Z}}{{\bf{b}}}_{{M}_{1}}+{\mathbb{Z}}{{\bf{b}}}_{{M}_{2}}\), as depicted in Fig. 1a. In general, the single-particle Hamiltonians of moiré systems take the form of a hopping model in momentum space. This arises because the moiré potential breaks the monolayer translation symmetry and couples momentum states that are connected by reciprocal moiré vectors. The single-particle moiré Hamiltonian can be written \({\mathcal{H}}={\sum }_{{\bf{k}},{\bf{Q}},{{\bf{Q}}}^{{\prime} },i,j}{[{h}_{{\bf{Q}},{{\bf{Q}}}^{{\prime} }}({\bf{k}})]}_{ij}{\widehat{c}}_{{\bf{k}},{\bf{Q}},i}^{\dagger }{\widehat{c}}_{{\bf{k}},{{\bf{Q}}}^{{\prime} },j}\), in which \({\widehat{c}}_{{\bf{k}},{\bf{Q}},i}^{\dagger }\) denotes the moiré plane-wave operators at moiré momentum k, and i denotes a combined index comprising orbital, spin, valley, layer or other further degrees of freedom.
Fig. 1: Momentum-space Q-lattices for twisted triangular lattice monolayers.

a–c, The three panels correspond to the cases in which the low-energy degrees of freedom are located at the Γ (a), K (b) and M (c) points. In each panel, the sublattices are coloured according to the legend above each plot. The moiré BZ is shown by the grey hexagon, whereas the reciprocal moiré vectors \({{\bf{b}}}_{{M}_{1,2}}\) as well as the auxiliary vectors \({{\bf{q}}}_{1,2,3}^{{\prime} }\) and \({{\bf{q}}}_{0,1,2}\) are shown by the black arrows.
When the low-energy fermions of the monolayer are located at the Γ point3,4, the operators \({\widehat{c}}_{{\bf{k}},{\bf{Q}},i}^{\dagger }\) carry total momentum k − Q and the Q-vectors lie on the triangular lattice shown in Fig. 1a. In the case of a monolayer with low-energy states located at the K point5,6,7, the moiré fermions carry an extra valley index η = ±, in which the moiré Hamiltonian is diagonal. The Q-vectors form a honeycomb lattice, as illustrated in Fig. 1b. The moiré and monolayer operators are related by \({\widehat{c}}_{{\bf{k}},{\bf{Q}},\eta ,i}^{\dagger }={\widehat{a}}_{\eta {{\bf{K}}}_{{\rm{K}}}^{l}+{\bf{k}}-{\bf{Q}},l,i}^{\dagger }\) for \({\bf{Q}}\in {{\mathcal{Q}}}_{\eta l}^{{\prime} }\), in which \({\widehat{a}}_{{\bf{p}},l,i}^{\dagger }\) represents the monolayer operators from layer l = ± at momentum p and \({{\bf{K}}}_{{\rm{K}}}^{l}\) is the K-point momentum of layer l.
Distinctly, in M-point moiré materials, the Q-vectors form a kagome lattice, as shown in Fig. 1c. To be specific, the moiré operators in layer l—which, for the present case, include only an extra spin s = ↑,↓ index—are related to the monolayer ones according to \({\widehat{c}}_{{\bf{k}},{\bf{Q}},s,l}^{\dagger }={\widehat{c}}_{{C}_{3z}^{\eta }{{\bf{K}}}_{{\rm{M}}}^{l}+{\bf{k}}-{\bf{Q}},s,l}^{\dagger }\), for \({\bf{Q}}\in {{\mathcal{Q}}}_{\eta +l}\), in which \({{\bf{K}}}_{{\rm{M}}}^{l}\) is the momentum of the monolayer M point. The three C3z-related valleys indexed by η = 0, 1 and 2 are implicitly encoded by the kagome sublattice to which Q belongs: the valley-η fermions are supported on the \({{\mathcal{Q}}}_{\eta \pm 1}\) sublattices (in which η + l is taken modulo 3), as derived in Supplementary Information Section IV. As we will show, the kagome Q-lattice leads to substantially different properties of M-point moiré materials.
Materials realizations
We now turn to 1T-SnSe2 and 1T-ZrS2 as experimentally exfoliable monolayers for realizing M-point moiré heterostructures (see Supplementary Information Section II). The monolayer crystal structure of both materials is shown in Fig. 2a,b and belongs to the \(P\bar{3}m1{1}^{{\prime} }\) group, which is generated by translations, C3z rotations, in-plane twofold rotations C2x, inversion \({\mathcal{I}}\) and time-reversal \({\mathcal{T}}\) symmetries. The Sn (Zr) atoms form a triangular lattice, with the Se (S) atoms being located at the other C3z-invariant Wyckoff positions above and below the Sn (Zr) plane. The ab initio band structures of monolayer SnSe2 and ZrS2 shown in Fig. 2c,d reveal two insulators for which the conduction band minimum is located at the M point. The first isolated Kramers-degenerate conduction band of SnSe2 is atomic, being spanned by an effective s-like molecular orbital centred on the Sn atom. For ZrS2, the low-energy M-point states are contributed primarily by the \({d}_{{z}^{2}}\) orbitals of Zr.
Fig. 2: Exfoliable monolayers for M-point moiré materials.

a,b, Side and top views of the crystal structures of 1T-SnSe2 and 1T-ZrS2. c,d, The ab initio band structures for SnSe2 and ZrS2, respectively. The lowest spinful conduction band, with minima at the M points, is highlighted in red, whereas the Wannier orbitals contributing to the low-energy states are shown as insets. The yellow (blue) colours correspond to the positive (negative) sign of the orbitals.
Moiré Hamiltonians
Because the SnSe2 and ZrS2 monolayers lack twofold out-of-plane rotation symmetry (C2z), there are two distinct ways to stack and subsequently twist them by an angle θ to achieve a large-scale moiré periodicity. In the so-called AA-stacking configuration, the top (l = +1) and bottom (l = −1) layers are stacked directly on top of each other and then twisted by the layer-dependent angle \(\frac{l\theta }{2}\). By contrast, for AB-stacking, the bottom layer is first rotated by 180° around the \(\widehat{{\bf{z}}}\) axis, before applying the \(\frac{l\theta }{2}\) twist. As discussed in Supplementary Information Section III, the two configurations have different crystalline symmetries. Although both stackings feature C3z and \({\mathcal{T}}\) symmetries, they differ in the direction of the in-plane twofold rotation symmetry: the AA (AB)-stacking arrangement has C2x (C2y) symmetry.
We perform large-scale ab initio calculations (which include relaxation effects) at commensurate twist angles 13.17° ≥ θ ≥ 3.89° (see Methods and Supplementary Information Sections III and VIII) and construct two types of moiré Hamiltonian model for each angle and stacking configuration according to the method outlined in Supplementary Information Section IX. The first is a numerically exact model, which accurately reproduces a large set of spinful bands (at least the first five in each valley) in both energy and wavefunction. The second is an analytical approximate continuum model capturing the dispersion and wavefunction of the first or first two (depending on the angle) lowest-energy spinful gapped bands (and, qualitatively, the higher-energy spectrum) in each valley. The comprehensive results at all angles are presented in Supplementary Information Section XI. Unlike the case of Γ-point or K-point twisting, ab initio simulations are crucial for obtaining even the correct qualitative moiré Hamiltonian. The two-centred first-monolayer harmonic approximation incorrectly predicts continuous translation symmetry along one direction (for example, along the \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) direction in valley η) and an overall gapless spectrum, as shown in Supplementary Information Section VI.
Figure 3 summarizes the ab initio results for twisted AA-stacked and AB-stacked SnSe2 and ZrS2 at low twist angle. Both stacking configurations exhibit approximate spin SU(2) symmetry (see Supplementary Information Section IX) and feature two sets of spinful gapped bands in each of the three C3z-related valleys, as shown in Fig. 3a–d. The lowest-energy set of bands has a narrow bandwidth of around 10 meV. The charge density distribution (CDD) for the lowest two bands in valley η = 0, shown in Fig. 3e–h, reveals that these moiré systems have approximate spatial symmetries beyond the exact valley-preserving C2x and C2y symmetries expected in the AA-stacked and AB-stacked configurations, respectively. For instance, the CDD of the first set of spinful bands in AA-stacked SnSe2, as well as the first two sets of bands in twisted ZrS2, feature an approximate twofold rotation symmetry (the second set of spinful bands in AA-stacked SnSe2 exhibits this symmetry to a lesser extent). In the AB-stacked configuration, the centre of the approximate C2z symmetry aligns with the unit cell origin, whereas in the AA-stacked case, the effective \({\widetilde{C}}_{2z}\) rotation centre is shifted away from the unit cell origin and will be specified below. Moreover, the CDD suggests the presence of an approximate in-plane mirror symmetry, \({\widetilde{M}}_{z}\). These effective symmetries (whose origin is explained below and in Supplementary Information Section VB) prompt us to construct simplified analytical continuum models that can capture and explain these features.
Fig. 3: Ab initio results for M-point moiré SnSe2 and ZrS2.

a–d, Band structures for AA-stacked (a,c) and AB-stacked (b,d) twisted SnSe2 and ZrS2 at the commensurate angle θ = 3.89°. Both the ab initio and valley-resolved continuum model band structures are shown. e–h, The layer-resolved CDD corresponding to the first and second sets of spinful bands in valley η = 0. The Wigner–Seitz unit cell is indicated by the dashed hexagon.
In valley η = 0, the simplified M-point moiré Hamiltonian can be expressed as
$$\begin{array}{l}{[{h}_{{\bf{Q}},{{\bf{Q}}}^{{\prime} }}({\bf{k}})]}_{sl;{s}^{{\prime} }{l}^{{\prime} }}\,=\,{\delta }_{{\bf{Q}},{{\bf{Q}}}^{{\prime} }}{\delta }_{s{s}^{{\prime} }}{\delta }_{l{l}^{{\prime} }}\left[\frac{{({k}_{x}-{Q}_{x})}^{2}}{2{m}_{x}}+\frac{{({k}_{y}-{Q}_{y})}^{2}}{2{m}_{y}}\right]\\ \,\,\,+{[{T}_{{\bf{Q}},{{\bf{Q}}}^{{\prime} }}]}_{sl;{s}^{{\prime} }{l}^{{\prime} }}\,{\rm{for}}\,{{\bf{Q}}}^{({\prime} )}\in {{\mathcal{Q}}}_{{l}^{({\prime} )}},\end{array}$$
 (1) 
in which mx and my are the anisotropic effective masses of SnSe2 and ZrS2 (see Methods). As shown in Fig. 4a,b, the moiré potential takes the form of a hopping model on two of the three sublattices of the kagome M-point Q-lattice. Explicitly, the simplified Hermitian moiré potential tensor exhibits spin SU(2) symmetry and includes only interlayer terms, given by \({[{T}_{{\bf{Q}},{{\bf{Q}}}^{{\prime} }}^{{\rm{AA}}}]}_{ls;(-l)s}=(\pm {\rm{i}}{w}_{1}^{{\rm{AA}}}+{w}_{2}^{{\rm{AA}}}){\delta }_{{\bf{Q}}\pm {{\bf{q}}}_{0},{{\bf{Q}}}^{{\prime} }}+{w}_{3}^{{\prime} {\rm{AA}}}{\delta }_{{\bf{Q}}\pm ({{\bf{q}}}_{1}-{{\bf{q}}}_{2}),{{\bf{Q}}}^{{\prime} }}\) and \({[{T}_{{\bf{Q}},{{\bf{Q}}}^{{\prime} }}^{{\rm{AB}}}]}_{ls;(-l)s}={w}_{2}^{{\rm{AB}}}{\delta }_{{\bf{Q}}\pm {{\bf{q}}}_{0},{{\bf{Q}}}^{{\prime} }}+{w}_{4}^{{\prime} {\rm{AB}}}{\delta }_{{\bf{Q}}\pm ({{\bf{q}}}_{1}-{{\bf{q}}}_{2}),{{\bf{Q}}}^{{\prime} }}\). The interlayer hopping parameters, obtained by fitting to the ab initio band structure, are listed in Methods. The band structure of the simplified model for AA-stacked SnSe2 is shown in Fig. 4c, indicating excellent qualitative agreement with the ab initio results for such a small number of parameters. In the simplified models, for both SnSe2 and ZrS2, the overlap between the fitted and ab initio bands is larger than 95% (85%) with the first (second) set of spinful bands, as we show in Supplementary Information Section XI.
Fig. 4: Analytical continuum M-point moiré models.

a, Relationship between the monolayer and moiré BZs, with the coloured and grey hexagons representing the respective BZs. b, Generation of the \({\bf{Q}}\)-lattice in the η = 0 valley, showing the hopping terms of the moiré potential matrix \({T}_{{\bf{Q}},{{\bf{Q}}}^{{\prime} }}\). c, The band structure of the simplified moiré model for AA-stacked SnSe2 at θ = 3.89°. The colour scheme matches that of Fig. 3.
Momentum-space non-symmorphic symmetries
The approximate symmetries inferred from the layer-resolved CDD of the M-point moiré Hamiltonian are exact symmetries in the simplified moiré models from equation (1) (see detailed discussion in Supplementary Information Section VI). Specifically, the centre of the effective twofold rotation symmetry \({\widetilde{C}}_{2z}\) for the AA-stacked Hamiltonian is located at \(\frac{{{\bf{q}}}_{\eta }}{|{{\bf{q}}}_{\eta }{|}^{2}}\arg ({\rm{i}}{w}_{1}^{{\rm{AA}}}+{w}_{2}^{{\rm{AA}}})\) in valley η. By contrast, the simplified AB-stacked moiré Hamiltonian exhibits C2z symmetry, with its rotation centre aligned with the origin of the moiré unit cell. Because both models are effectively spinless (owing to atomistic arguments presented in Supplementary Information Section XI) and exhibit either \({\widetilde{C}}_{2z}{\mathcal{T}}\) or \({C}_{2z}{\mathcal{T}}\) symmetry in each valley, the Berry curvature of any gapped set of bands is exactly zero. Consequently, the first two sets of bands of both the AA-stacked and AB-stacked moiré Hamiltonians are topological trivial and, hence, Wannierizable. This is also consistent (and the result of) the bands being flat and exhibiting a large (40 meV) gap from one another. However, the physics of these Hubbard (with interaction) bands is far from trivial in this system, as shown below.
Unlike the C2z and \({\widetilde{C}}_{2z}\) symmetries, the effective mirror \({\widetilde{M}}_{z}\) symmetry has an unconventional action on the momentum-space moiré fermions. Specifically, \({\widetilde{M}}_{z}\) acts non-symmorphically in momentum space, with \({\widetilde{M}}_{z}{\widehat{c}}_{{\bf{k}},{\bf{Q}},s,l}^{\dagger }{\widetilde{M}}_{z}^{-1}={\widehat{c}}_{{\bf{k}}+{{\bf{q}}}_{\eta },{\bf{Q}}+{{\bf{q}}}_{\eta },s,-l}^{\dagger }\) for \({\bf{Q}}\in {{\mathcal{Q}}}_{\eta +l}\). Because \({{\bf{q}}}_{0}=\frac{{{\bf{b}}}_{{M}_{1}}}{2}\), the action of \({\widetilde{M}}_{z}\) can only be made conventional by folding the moiré BZ along \({{\bf{q}}}_{\eta }\), which would break the moiré translation symmetry. The non-symmorphic action of the \({\widetilde{M}}_{z}\) symmetry originates from the moiré fermions realizing a projective representation of the symmetry group of the system. Letting \({T}_{{{\bf{a}}}_{{M}_{1,2}}}^{{\prime} }\) denote the two moiré translation operators for valley η = 0 along the direct moiré lattice vectors \({{\bf{a}}}_{{M}_{1,2}}\) (with \({{\bf{a}}}_{{M}_{i}}\cdot {{\bf{b}}}_{{M}_{j}}=2\pi {\delta }_{ij}\)), we find that \([{T}_{{{\bf{a}}}_{{M}_{2}}}^{{\prime} },{\widetilde{M}}_{z}]=\{{T}_{{{\bf{a}}}_{{M}_{1}}}^{{\prime} },{\widetilde{M}}_{z}\}=0\) (contrasting with a conventional mirror Mz symmetry, which would commute with both \({T}_{{{\bf{a}}}_{{M}_{1}}}^{{\prime} }\) and \({T}_{{{\bf{a}}}_{{M}_{2}}}^{{\prime} }\)).
It is important to note that the effective \({\widetilde{M}}_{z}\) symmetry is not accidental. In the AA-stacked case, it can be shown to hold exactly for arbitrary moiré harmonics within the local-stacking approximation46. In the limit of vanishing twist angle (θ → 0), the moiré Hamiltonian can be constrained by the exact symmetries of the untwisted bilayer configuration. The inversion symmetry of the untwisted AA-stacked bilayer gives rise to the \({\widetilde{M}}_{z}\) symmetry of the moiré Hamiltonian, as shown in Supplementary Information Sections VB and VI. In the AB-stacked case, the true in-plane mirror symmetry of the untwisted bilayer leads to an effective inversion symmetry \(\widetilde{{\mathcal{I}}}\) of the corresponding moiré Hamiltonian, which also acts non-symmorphically in momentum space. In the simplified AB-stacked model, the approximate C2z symmetry, combined with the \(\widetilde{{\mathcal{I}}}\) symmetry, leads to an \({\widetilde{M}}_{z}={C}_{2z}\widetilde{{\mathcal{I}}}\) symmetry of the system.
Projective fermion representations that realize momentum-space non-symmorphic symmetries have previously been proposed in magnetic systems42 or systems subjected to a large magnetic field (on the order of thousands of Tesla)40,41,47. M-point moiré materials provide the first experimentally viable realization of these symmetries in any (that is, magnetic or non-magnetic) system. To better understand the origin of the momentum-space non-symmorphic action of the \({\widetilde{M}}_{z}\) symmetry, we construct a simple one-dimensional tight-binding model that incorporates it. The resulting ladder model, shown in Fig. 5a, mimics the dispersion of an atomic band in the M-point moiré Hamiltonian for valley η = 0 along the \(\widehat{{\bf{x}}}\) direction (see Supplementary Information Section VI). Each unit cell is threaded by a uniform perpendicular magnetic field, enclosing a π-flux. Because π-flux and (−π)-flux are equivalent, the model also respects time-reversal and \({\widetilde{M}}_{z}\) symmetry. In the Fourier-transformed basis \({\widehat{b}}_{k,l}^{\dagger }=\frac{1}{\sqrt{N}}{\sum }_{n}{\widehat{b}}_{n,l}^{\dagger }{{\rm{e}}}^{{\rm{i}}kn}\), the \({\widetilde{M}}_{z}\) symmetry acts non-symmorphically as \({\widetilde{M}}_{z}{\widehat{b}}_{k,l}^{\dagger }{\widetilde{M}}_{z}^{-1}={\widehat{b}}_{k+\pi ,-l}^{\dagger }\), ensuring that the spectra of the Hamiltonian at k and k + π are identical, as shown in Fig. 5b.
Fig. 5: Momentum-space non-symmorphic symmetries.

a, A ladder tight-binding model with magnetic flux that realizes the \({\widetilde{M}}_{z}\) symmetry. Fermion operators and hopping amplitudes are indicated above each site (black dots). b, Dispersion relation. c, Energy dispersion of the first band of AA-stacked SnSe2 at θ = 3.89° in the first moiré BZ. d, Schematic illustration of the corresponding quasi-one-dimensional character of atomic bands in M-point moiré systems for valley η = 0. Each Wannier orbital (dots) is coloured according to its \({\widetilde{M}}_{z}\) eigenvalue. The grey rectangle represents the rectangular unit cell of each \({\widetilde{M}}_{z}\) symmetry sector.
Hubbard and Luttinger simulators
Within each valley, the first two sets of spinful bands in SnSe2 and ZrS2 bilayers are individually Wannierizable, with their bandwidths tunable by adjusting the twist angle. Given the excellent SU(2) symmetry, these M-point moiré systems become effective simulators of the Hubbard model when Coulomb interactions are included (H. Hu et al., to be published). However, owing to the extra valley degree of freedom, these systems go beyond the single-band U(2) Hubbard model, instead realizing a six-flavour U(2) × U(2) × U(2) Hubbard model.
Another key distinction from the standard Hubbard model can arise from the \({\widetilde{M}}_{z}\) symmetry. In real space, \({\widetilde{M}}_{z}\) does not change the position along the moiré heterostructure. As a result, the continuum moiré Hamiltonian can be made diagonal in the \({\widetilde{M}}_{z}\) basis. Because \({({T}_{{{\bf{a}}}_{{M}_{1}}}^{{\prime} })}^{2}{({T}_{{{\bf{a}}}_{{M}_{2}}}^{{\prime} })}^{-1}\) and \({T}_{{{\bf{a}}}_{{M}_{2}}}^{{\prime} }\) both commute with \({\widetilde{M}}_{z}\), each mirror sector of valley η = 0 will feature reduced translation symmetry specified by the rectangular lattice vectors \(2{{\bf{a}}}_{{M}_{1}}-{{\bf{a}}}_{{M}_{2}}\) and \({{\bf{a}}}_{{M}_{2}}\). The \({T}_{{{\bf{a}}}_{{M}_{1}}}^{{\prime} }\) operator anticommutes with \({\widetilde{M}}_{z}\), exchanging the two mirror sectors. The Wannier orbitals of any atomic band—such as the first conduction band of AA-stacked SnSe2 from Fig. 5c—can therefore be split by their \({\widetilde{M}}_{z}\) eigenvalues: the orbitals of each mirror sector are displaced by \({{\bf{a}}}_{{M}_{1}}\) and form two interpenetrating rectangular lattices shown in Fig. 5d. Within each mirror sector and in valley η = 0, the interorbital separation is larger by a factor of \(\sqrt{3}\) along the \(\widehat{{\bf{x}}}\) direction compared with the \(\widehat{{\bf{y}}}\) one. Provided that the Wannier orbital spread is approximately isotropic (as it happens for the first band of AA-stacked SnSe2 but not in the first band of twisted ZrS2), this will lead to reduced hopping along \(\widehat{{\bf{x}}}\) compared with \(\widehat{{\bf{y}}}\) (see Supplementary Information Section VI). As the tunnelling between \({\widetilde{M}}_{z}\) sectors is forbidden, the system in each valley will behave quasi-one-dimensionally, with flatter dispersion along the \({C}_{3z}^{\eta }\widehat{{\bf{x}}}\) direction, effectively emulating a Luttinger model. In the three-valley system, this quasi-one-dimensional behaviour causes the U(2) × U(2) × U(2) local moments to couple differently along three C3z-related directions, similar (but not identical) to the couplings of the Kitaev model45.
We note, however, that quasi-one-dimensionality along the \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) direction (that is, flatter dispersion along the \({C}_{3z}^{\eta }\widehat{{\bf{x}}}\) direction) is not an inherent or universal feature of M-point moiré materials. Instead, it is the presence of the effective \({\widetilde{M}}_{z}\) symmetry, not previously identified, that plays a more general role. Together with approximately isotropic Wannier orbitals for the bands, the effective \({\widetilde{M}}_{z}\) symmetry can enforce one-dimensional behaviour in the single-particle valley-projected moiré Hamiltonian. However, this symmetry is also compatible with two-dimensional physics in general (see Methods). For instance, because of the elongated Wannier orbitals, twisted ZrS2 exhibits excellent effective \({\widetilde{M}}_{z}\) symmetry, but its first set of conduction bands is not quasi-one-dimensional along the \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) direction.
Discussion
We have introduced a new platform for moiré materials based on monolayers with triangular lattices, in which the low-energy states are located at the M points of the BZ. The presence of three C3z-related valleys makes M-point moiré materials manifestly different from pre-existing Γ-point and K-point twisted heterostructures. We have shown that M-point moiré materials can be realized in many materials38,48 and specifically in twisted 1T-SnSe2 and 1T-ZrS2, both of which are experimentally exfoliable. By constructing the corresponding moiré Hamiltonians, we have shown that these materials provide the first experimentally viable example of momentum-space non-symmorphic symmetry in a non-magnetic system. The projective representations of the crystallographic space groups associated with these symmetries extend beyond present theoretical frameworks49, opening new avenues for discovering symmetry-protected topological phases.
When electron–electron interactions are considered, twisted SnSe2 and ZrS2 bilayers can realize strongly correlated, tunable six-flavour Hubbard models. As well as exhibiting Mott physics and correlated insulating phases at integer fillings, these systems can spontaneously break the \({\widetilde{M}}_{z}\) symmetry, potentially giving rise to various stripe phases, which will be explored in future work (H. Hu et al., to be published). Notably, we find that the multivalley Wannier model for AA-stacked SnSe2 admits exact solutions in the strong-coupling limit, under the experimentally justified assumption of weak spin-valley U(6) symmetry breaking in the interaction Hamiltonian. At integer fillings 0 ≤ ν ≤ 6 of the lowest six flat bands, the corresponding ground states include classical spin liquids at ν = 1 and ν = 5, valence bond solids at ν = 2 and ν = 4 and a quantum spin liquid at ν = 3 (H. Hu et al., to be published). The perfect nesting at momentum qη in valley η, enforced by the \({\widetilde{M}}_{z}\) symmetry, further enhances the potential for new correlated phases, as does the recently introduced quantum nesting condition50, satisfied as a result of the same symmetry. Moreover, owing to their quasi-one-dimensional nature within each valley, these materials are promising candidates for exploring Luttinger physics.
Methods
First-principles calculation
The ab initio calculations were performed using the Vienna ab initio Simulation Package (VASP)51,52,53,54,55 and OpenMX56,57,58,59. The lattice relaxation was carried out in two stages: first, the twisted structures were ‘pre-relaxed’ using a machine learning force field (MLFF) trained with NequIP60 and DPmoire61; second, a further relaxation step was conducted using VASP until the force on each atom was less than 0.01 eV Å−1. van der Waals interactions were included using the DFT-D2 method of Grimme62 for SnSe2 and the DFT-D3 method of Grimme et al.63 for ZrS2, based on benchmarking with bulk structures (details provided in Supplementary Information Section III). A vacuum slab larger than 15 Å was applied along the z-direction to eliminate any artificial layer interactions.
The exchange-correlation energy functional within the generalized gradient approximation as parameterized by Perdew et al.64 was used in the VASP calculations. The calculations were carried out on a 2 × 2 × 1 k-mesh for θ = 13.17° and θ = 9.43° and on a 1 × 1 × 1 mesh for smaller twist angles θ. The energy cut-off for the plane-wave basis is 288 eV (337 eV) for SnSe2 (ZrS2). Larger energy cut-offs have been tested to have negligible influence on the band structures. Furthermore, the ab initio Hamiltonians in the atomic orbital basis, used for valley projection and continuum model construction, were generated using OpenMX56,57,58,59. In these calculations, we used the 2019 version of optimized numerical pseudo-atomic orbitals, specifically Sn7.0-s2p2d2 and Se7.0-s2p2d2 for SnSe2 and Zr7.0-s2p2d2 and S7.0-s2p2d2 for ZrS2.
First-principles results for twisted bilayers
AA-stacked twisted bilayers are obtained by aligning the two layers directly on top of one another and rotating them by a small relative angle θ. By contrast, the AB-stacked configurations are formed by rotating the layers by a relative angle of 180° − θ. The AA-stacked and AB-stacked configurations exhibit P3211′ and P3121′ symmetries, respectively. Both space groups include C3z and \({\mathcal{T}}\) as symmetry generators, but P3211′ also features C2x, whereas P3121′ includes C2y. In this work, we primarily focus on the AA-stacked configuration of twisted SnSe2 and ZrS2, with further details as well as results for AB-stacked heterostructures provided in Supplementary Information Section III.
Large-scale ab initio calculations were performed for twisted SnSe2 and ZrS2 bilayers using the methodology outlined above. The relaxed structures for SnSe2 and ZrS2 at a twist angle θ = 3.89° are shown in Extended Data Fig. 1, highlighting both interlayer and intralayer relaxation effects. For SnSe2, the interlayer distance varies by approximately 0.8 Å and the maximum intralayer displacement is about 0.3 Å. By contrast, ZrS2 exhibits smaller variations, with interlayer distance changes of approximately 0.6 Å and intralayer displacements up to 0.15 Å. These findings underscore the marked lattice relaxation effects in both materials, which are crucial for the energetics of the moiré potential and the resulting band dispersion.
Using the fully relaxed bilayer structures, we calculated the moiré band structures for SnSe2 and ZrS2. The band structures for θ = 3.89° are shown in Fig. 3, with further results for larger twist angles presented in Extended Data Fig. 2. The moiré Hamiltonian reveals one or two sets of isolated conduction bands, each consisting of six spinful bands originating from the three C3z-related M valleys. Each valley contributes two nearly degenerate bands owing to the approximate SU(2) symmetry. As the twist angle decreases, the moiré bands become increasingly flat, with the bandwidth of the lowest set narrowing to just several meV. Further details are provided in Supplementary Information Section III.
Constructing faithful continuum models
The workflow used in this work for constructing faithful continuum models for twisted SnSe2 and ZrS2 bilayers is summarized schematically in Extended Data Fig. 3. The process begins with a rigid twisted bilayer structure at a chosen commensurate twist angle θ. This rigid structure is relaxed using a combination of machine learning force field and density functional theory (DFT), as detailed in Supplementary Information Section III. The relaxed structure is then used for large-scale DFT calculations to obtain the ab initio spectrum (through VASP) and the corresponding tight-binding Kohn–Sham Hamiltonian in an atomic orbital basis (through OpenMX).
Next, the ab initio Hamiltonian is projected onto the relevant orbitals and valleys to derive a low-dimensional effective Hamiltonian at a small set of k-points within the moiré BZ, as described in Supplementary Information Section VIII. Simultaneously, a symmetry-based parameterization of the moiré Hamiltonian is constructed symbolically, as explained in Supplementary Information Sections IV, V and VII. The parameters of this model are determined through either linear extraction or nonlinear fitting, as detailed in Supplementary Information Section IX. The final output is an analytic, accurate and faithful continuum moiré Hamiltonian for the corresponding heterostructure.
With these continuum models, we can compute various spectral properties of the moiré system, including the band structures across the full moiré BZ, the CDD of the isolated bands, their Berry curvature, Wilson loops and interacting tight-binding models, among others. Further details are provided in Supplementary Information Section XI and H. Hu et al. (to be published). For the simple continuum models shown in equation (1) for twisted SnSe2 and ZrS2 at θ = 3.89°, the parameters are listed in Extended Data Table 1.
Other M-point moiré materials
As well as 1T-SnSe2 (refs. 65,66,67,68,69) and 1T-ZrS2 (refs. 70,71,72) studied in this work, a wide range of other experimentally exfoliable monolayers offer promising platforms for M-point moiré heterostructures, as listed in ref. 38. These include materials with structures similar to 1T-SnSe2 and 1T-ZrS2, such as 1T-ZrSe2 (refs. 71,72), 1T-SnS2 (refs. 73,74), 1T-HfSe2 (ref. 75) and 1T-HfS2 (refs. 76,77,78). Also, GaTe (ref. 79), which has a different crystalline structure, further expands this moiré ‘universality class’.
Emergence of quasi-one-dimensionality
In the main text, we showed that quasi-one-dimensional physics can emerge in M-point moiré materials. However, we also highlighted that quasi-one-dimensionality along the \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) direction, as observed in AA-stacked twisted SnSe2, is neither a generic nor a fundamental feature of M-point moiré systems. To further illustrate this, Extended Data Fig. 4 shows the dispersion of the first two sets of conduction bands for the four monolayer-stacking configurations considered in this work.
Starting with AA-stacked twisted SnSe2, Extended Data Fig. 4a,b shows that the two gapped conduction bands are nearly dispersionless along the \({C}_{3z}^{\eta }\widehat{{\bf{x}}}\) direction in valley η. This observation aligns with the general argument presented in the main text and arises from the combined effects of the effective \({\widetilde{M}}_{z}\) symmetry and the approximately isotropic shape of the Wannier orbitals associated with these bands. Notably, this dispersion asymmetry is opposite to what would be expected from the effective monolayer masses of SnSe2, as given in Extended Data Table 1: my > mx would generally favour flatter dispersion along the \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) direction rather than along the \({C}_{3z}^{\eta }\widehat{{\bf{x}}}\) direction. However, in the case of AA-stacked SnSe2, the difference between my and mx is not substantial (\({m}_{y}{\not\gg}{m}_{x}\)), allowing the effect of \({\widetilde{M}}_{z}\) symmetry to dominate and promote quasi-one-dimensional behaviour along the \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) direction (with flatter dispersion along the \({C}_{3z}^{\eta }\widehat{{\bf{x}}}\) direction).
In AB-stacked SnSe2, Extended Data Fig. 4c,d shows that the bands are not quasi-one-dimensional. This behaviour arises because of relatively larger relaxation effects, which worsen the validity of the local-stacking approximation for this monolayer and stacking configuration. Because the effective \({\widetilde{M}}_{z}\) and \(\widetilde{{\mathcal{I}}}\) symmetries rely on the local-stacking approximation, this heterostructure does not exhibit strong \({\widetilde{M}}_{z}\) symmetry. Among the four heterostructures considered in this work, AB-stacked SnSe2 shows the smallest overlap between the ab initio wavefunctions and those computed from the fitted effective model with enforced \({\widetilde{M}}_{z}\) symmetry. Consequently, the system does not feature quasi-one-dimensional behaviour.
For the first conduction band of either AA-stacked or AB-stacked twisted ZrS2, shown in Extended Data Fig. 4f,h, the greatly enhanced monolayer mass asymmetry (my ≫ mx) or, equivalently, the real-space orbitals elongated along the \({C}_{3z}^{\eta }\widehat{{\bf{x}}}\) direction—as illustrated in Fig. 3g,h—leads to a flatter dispersion along the \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) direction for the first set of conduction bands. This occurs despite the system exhibiting excellent \({\widetilde{M}}_{z}\) symmetry, which is even stronger than that of AA-stacked SnSe2. For the second set of bands of twisted ZrS2, shown in Extended Data Fig. 4e,g, the orbitals have nearly equal spread along the \({C}_{3z}^{\eta }\widehat{{\bf{x}}}\) and \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) directions. Consequently, our argument, which incorporates both the \({\widetilde{M}}_{z}\) symmetry and the orbital shape, holds, resulting in flatter dispersion along the \({C}_{3z}^{\eta }\widehat{{\bf{x}}}\) direction.
These results demonstrate that quasi-one-dimensionality is not a generic feature of M-point moiré materials but instead depends on both symmetry and energetic considerations. The relevant symmetry is compatible with behaviours opposite to those proposed in ref. 80, as observed in twisted ZrS2. Specifically, the mass-enforced band flattening, also identified in BC3 (ref. 81), in which my ⋙ mx, occurs in the opposite direction to that predicted by ref. 80. Our momentum-space non-symmorphic \({\widetilde{M}}_{z}\) symmetry emerges as the unifying principle that reconciles these seemingly contradictory emergent behaviours. This symmetry, along with the nature of the constituent orbitals, plays a crucial role in shaping the interacting Hamiltonian, ultimately determining the emergence of one-dimensional or two-dimensional physics (H. Hu et al., to be published).
All of these findings underscore the importance of performing detailed ab initio calculations. As discussed in the main text, without such precise insights, simplified models—such as those using the two-centred first-monolayer harmonic approximation82—produce incorrect results. Specifically, they predict a continuous translational symmetry of the system along the \({C}_{3z}^{\eta }\widehat{{\bf{y}}}\) direction in valley η and an overall gapless spectrum, neither of which are observed in the four monolayer and stacking configurations analysed in this work.
Wannier model for AA-stacked twisted SnSe2

For AA-stacked twisted SnSe2, the system develops topologically trivial, isolated conduction bands for each valley and spin. H. Hu et al. (to be published) construct the Wannier orbitals and derive the corresponding interacting models for this system. The Wannier orbitals for each valley η, denoted by \({\widehat{d}}_{{\bf{R}},\eta ,s}^{\dagger }\) for unit cell \({\bf{R}}\in {\mathbb{Z}}{{\bf{a}}}_{{M}_{1}}+{\mathbb{Z}}{{\bf{a}}}_{{M}_{2}}\) and spin s, form a triangular lattice. The positions of the Wannier orbitals within each unit cell for all three valleys are nearly identical.
The tight-binding model is expressed as
$${H}_{{\rm{t}}}=\sum _{{\bf{R}},\Delta {\bf{R}}}{t}_{\Delta {\bf{R}}}^{\eta }{\hat{d}}_{{\bf{R}},\eta ,s}^{\dagger }{\hat{d}}_{{\bf{R}}+\Delta {\bf{R}},\eta ,s},$$
 (2) 
in which, owing to the emergent \({\widetilde{M}}_{z}\) symmetry, the hopping becomes quasi-one-dimensional. The dominant hopping terms are
$${t}_{\Delta {\bf{R}}}^{\eta }=t{\delta }_{\Delta {\bf{R}},\pm {C}_{3z}^{\eta }{{\bf{a}}}_{{M}_{2}}}.$$
 (3) 
The dominant interaction term is the on-site Hubbard repulsion, which takes the form
$${H}_{U}=\sum _{{\bf{R}},\Delta {\bf{R}}}\frac{{U}_{\eta {\eta }^{{\prime} }}}{2}{n}_{{\bf{R}},\eta }{n}_{{\bf{R}},{\eta }^{{\prime} }},$$
 (4) 
in which \({n}_{{\bf{R}},\eta }={\sum }_{s}{\widehat{d}}_{{\bf{R}},\eta ,s}^{\dagger }{\widehat{d}}_{{\bf{R}},\eta ,s}\) is the density operator associated with unit cell R and valley η.
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Extended data figures and tables
Extended Data Fig. 1 Ab initio lattice relaxation results for twisted AA-stacked SnSe2 and ZrS2 at θ = 3.89°.
a–c, For twisted SnSe2: interlayer distance (ILD) (a); intralayer atom displacements in the bottom (b) and top (c) layers. d–f, Same as a–c but for twisted ZrS2. The definitions of the C3z-symmetric local regions labelled by AAi (for 1 ≤ i ≤ 3) are given in Supplementary Information Section III.
Extended Data Fig. 2 The ab initio band structures of twisted AA-stacked SnSe2 and ZrS2 bilayers for twist angles 13.17° ≥ θ ≥ 5.09°.
The twist angle is indicated above each panel. a–c, Moiré conduction bands of twisted SnSe2. d–f, Band structure of twisted ZrS2. In both cases, the lowest group of conduction bands, isolated from other energy bands, consists of six bands originating from the three inequivalent M valleys of the monolayer.
Extended Data Fig. 3 Workflow used for constructing faithful continuum models
.
Extended Data Fig. 4 Small-angle band structures for M-point moiré SnSe2 and ZrS2.
a–d, Results for SnSe2. e–h, Results for ZrS2. Each panel shows the dispersion of a gapped set of conduction bands in valley η = 0 across the first moiré BZ from Fig. 4b, with the band minimum set to zero for clarity. Columns represent different stacking configurations (AA-stacked and AB-stacked) and different monolayers and rows show either the first or the second set of conduction bands. For each band, the results are averaged over the two approximately SU(2)-degenerate bands.
Extended Data Table 1 Parameters of the simple moiré models for twisted SnSe2 and ZrS2 at θ = 3.89°
Supplementary information
Supplementary information
Supplementary Figs. 1–133, discussion (including detailed DFT results for monolayers and bilayers, derivation and symmetry analysis of moiré Hamiltonians with and without gradient terms, fitting procedures for continuum models, analytical and numerical band structure results and a comprehensive summary of effective models) and Supplementary Tables 1–26.
Supplementary files including the M-point moiré Hamiltonians are in Mathematica format.
Rights and permissions
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
Reprints and permissions
About this article
Cite this article
Călugăru, D., Jiang, Y., Hu, H. et al. Moiré materials based on M-point twisting. Nature
643, 376–381 (2025). https://doi.org/10.1038/s41586-025-09187-5
 
	Received: 07 October 2024

	Accepted: 22 May 2025

	Published: 09 July 2025

	Issue Date: 10 July 2025

	DOI: https://doi.org/10.1038/s41586-025-09187-5


Share this article
Anyone you share the following link with will be able to read this content:
Sorry, a shareable link is not currently available for this article.
 Provided by the Springer Nature SharedIt content-sharing initiative 


Moiré straintronics: a universal platform for reconfigurable quantum materials 

 Article Open access 18 April 2023 


Microscopic signatures of topology in twisted MoTe2


 Article 01 May 2025 


Broken mirror symmetry in excitonic response of reconstructed domains in twisted MoSe2/MoSe2 bilayers 

 Article 13 July 2020 





Article

Open access

Published: 25 June 2025

Spin-qubit control with a milli-kelvin CMOS chip
Samuel K. Bartee, 
Will Gilbert, 
Kun Zuo, 
Kushal Das, 
Tuomo Tanttu, 
Chih Hwan Yang, 
Nard Dumoulin Stuyck, 
Sebastian J. Pauka, 
Rocky Y. Su, 
Wee Han Lim, 
Santiago Serrano, 
Christopher C. Escott, 
Fay E. Hudson, 
Kohei M. Itoh, 
Arne Laucht, 
Andrew S. Dzurak & 
…
David J. Reilly 

Nature
volume 643, pages 382–387 (2025) 
Abstract
A key virtue of spin qubits is their sub-micron footprint, enabling a single silicon chip to host the millions of qubits required to execute useful quantum algorithms with error correction1,2,3. However, with each physical qubit needing multiple control lines, a fundamental barrier to scale is the extreme density of connections that bridge quantum devices to their external control and readout hardware4,5,6. A promising solution is to co-locate the control system proximal to the qubit platform at milli-kelvin temperatures, wired up by miniaturized interconnects7,8,9,10. Even so, heat and crosstalk from closely integrated control have the potential to degrade qubit performance, particularly for two-qubit entangling gates based on exchange coupling that are sensitive to electrical noise11,12. Here we benchmark silicon metal-oxide-semiconductor (MOS)-style electron spin qubits controlled by heterogeneously integrated cryo-complementary metal-oxide-semiconductor (cryo-CMOS) circuits with a power density sufficiently low to enable scale-up. Demonstrating that cryo-CMOS can efficiently perform universal logic operations for spin qubits, we go on to show that milli-kelvin control has little impact on the performance of single- and two-qubit gates. Given the complexity of our sub-kelvin CMOS platform, with about 100,000 transistors, these results open the prospect of scalable control based on the tight packaging of spin qubits with a ‘chiplet-style’ control architecture.
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Main
Utility-scale quantum computing probably requires millions of physical qubits, operated by auxiliary classical systems that generate more than a trillion control signals per second13,14. In realizing this vast and complex platform, silicon qubits present advantages with their small footprint15, long coherence times16 and inherent compatibility with VLSI (very large scale integrated) control circuits. Although the potential for integrated control has been a key motivator for the progress in silicon-based qubits over the past two decades, so far this aspect has remained largely undeveloped.
Despite the advantages of integrated control4,5, a serious concern arises from the heat and crosstalk generated by modern complementary metal-oxide-semiconductor (CMOS) circuits. In relation to heat, this problem is eased by recent work showing that spin qubits continue to function at elevated temperatures17,18,19. But two-qubit entangling gates remain sensitive to electrical noise11,12, arising, for instance, from volt-scale, sub-nanosecond switching of proximal CMOS transistors. One way of partially mitigating these adverse effects is to separate the control system to 4 K, connecting to milli-kelvin qubits using long cables8,20. Cable connectivity poses an additional barrier to scaling up the control interface4, given the extreme density of interconnects required to operate even modest numbers of qubits.
Here we demonstrate the control of MOS-style silicon spin qubits using a heterogeneously integrated cryo-CMOS chip operating at milli-kelvin temperatures, as shown in Fig. 1a. Heterogeneous, ‘chiplet-style’ integration, as opposed to monolithic circuits, decouples the hot and noisy control system from sensitive qubits and retains the potential for dense, lithographically defined chip-to-chip interconnects needed to manage the wiring challenge inherent to spin qubits. We demonstrate that this chiplet architecture supports a control scheme that leverages a global resonance field to enable complete universal control of spin qubits using the baseband pulses that can be generated efficiently with proximal, low-power cryo-CMOS.
Fig. 1: Device and basic CMOS operation.

a, The cryo-CMOS and the qubit chip are mounted on the same circuit board at milli-kelvin temperatures and wire-bonded together. All other control systems are at room temperature. b, An electron micrograph of a nominally identical silicon device to that measured here. There are 32 CLFG cells on the chip, one of which is connected to gate J that controls the coupling between the two quantum dots on the qubit chip. The other cell is connected to gate B, which acts as an additional barrier gate. All other fast-pulse gates (P1, P2 and SET) and the d.c. barrier gates are connected to room-temperature electronics. c, Schematic of a cell and its electrical connection to gate J of the silicon device. Pulsing on this gate acts to modulate the tunnel coupling between the two quantum dots needed for single- and two-qubit controls. Scale bar, 100 nm (b).
The details of the CMOS control chip have been reported previously with an early conceptual demonstration using GaAs quantum dot structures7. The effect of milli-kelvin CMOS on qubit performance, however, has remained an open question until the present work. As the spin degree of freedom is decoupled from electrical noise, integrated CMOS is expected to have only a minor impact on single-qubit operations. By contrast, coupling spins by Heisenberg exchange creates the most sensitive probe of voltage noise known11,12 because the exchange energy can depend exponentially on gate voltage. Countering this intuition, we show that even for noise-sensitive two-qubit gates, our chiplet architecture, comprising some 100,000 transistors, does not lead to a measurable reduction in coherence time.
Experimental platform
An electron micrograph of a silicon-metal-oxide-semiconductor qubit device is shown in Fig. 1b. The device is fabricated on an isotopically purified 28Si epilayer with a residual 29Si concentration of 800 ppm (ref. 21) and SiO2 isolating layer with metal gates patterned in aluminium. Quantum dots hosting single spin qubits are formed under the plunger gates (P1 and P2) at the Si/SiO2 interface, and an exchange gate (J) modulates the tunnel coupling between the two dots, essential for two-qubit operations. A radiofrequency single-electron transistor (RF-SET)22 detects the charge state of the quantum dots on microsecond timescales by leveraging an off-chip LC resonator operating near 400 MHz (ref. 23), and a proximal microwave antenna generates an oscillating magnetic field for spin resonance control (Fig. 1b).
The exchange gate J and a barrier gate B are wire-bonded to the cryo-CMOS control chip7, which is implemented in 28 nm fully depleted silicon-on-insulator technology (FDSOI). The chip contains a serial peripheral interface for handling digital input instructions and a finite state machine (FSM) for on-chip digital logic. The FSM configures 32 analogue ‘charge-lock fast-gate’ (CLFG) circuit blocks, each of which can be used to control a gate electrode on the quantum device (Fig. 1c). In this configuration, the charge is periodically stored and shuffled between small capacitors, leveraging the low leakage of transistors at cryogenic temperatures that maintain the potential during quantum operations. The cryo-CMOS chip also incorporates a ring oscillator and configurable register designed as a programmable internal trigger (see Extended Data Fig. 3a for oscillator schematics). Here, for convenience, we opt for external triggering.
The core functionality of a CLFG cell is to lock a static voltage bias and enable a fast pulse between two voltage levels, as outlined in Fig. 1c. For instance, targeting gate J, the CLFG cell is programmed to first bring the gate to a potential Vout, equal to the potential Vhold of an external source. Opening the switch Glock under the control of the FSM ‘charge locks’ this potential on the gate capacitor. Although this floating capacitor is now galvanically disconnected from the source, a pulse can be induced by toggling the potential on the top plate of this capacitance between Vhigh and Vlow, as shown in Fig. 1c. This toggling is produced autonomously by the programmed on-chip FSM, leading to a modified output Vout by ΔVpulse = (Cpulse/CP + Cpulse) × (Vhigh − Vlow), where CP is the parasitic capacitance. This mechanism has previously been shown to produce pulse amplitudes of 100 mV at a power of about 20 nW MHz−1 (ref. 7). Below, we demonstrate how this architecture can be used to efficiently control spin qubits.
Experimental results and demonstrations
To evaluate single-qubit gates, we first establish a baseline using all room-temperature electronics for control. Following the usual protocol for two-spin manipulation1,24,25, the singlet state is first prepared in the (1, 3) charge configuration using pulses applied to detuning gates P1 and P2, with (n, m) labelling the number of electrons in each dot under P1 and P2, respectively. A pulse applied to the J gate, connected to Vhold, then increases the barrier, separating the two electrons into each dot, in which they are independently addressed using the microwave antenna through their unique resonance frequency (fESR = 13.9 GHz for a field B0 = 0.5 T). Free-induction decay (FID) of the target spin is produced by applying microwave power to the on-chip electron spin resonance (ESR) line. Finally, a second pulse of the J gate returns the spins to the readout configuration, in which Pauli spin blockade enables spin-to-charge conversion26,27 and measurement by the RF-SET. The shot-averaged readout signal as a function of microwave pulse time and frequency is shown in Fig. 2a. Beyond FID, we further establish our room temperature baseline by performing pulse sequences implementing Hahn echo (to measure coherence time T2; Extended Data Fig. 4) and randomized benchmarking (to measure qubit control fidelity)28,29. We have intentionally limited the number of qubit gates bonded to the CMOS control chip to facilitate direct comparison with room temperature control in the same cooldown. The present prototype CMOS chip contains 32 CLFG cells to drive 32 qubit gate electrodes.
Fig. 2: Benchmarking single-qubit cryo-CMOS performance.

a, Single-qubit Rabi oscillations (Q1) as a function of microwave (MW) frequency fMW and pulse time tMW, performed with room temperature (RT) control. b, Single-qubit randomized benchmarking (Q1) under various cryo-CMOS conditions. Traces are offset for clarity. Each data point is the average of 300 randomized sequences at 100 shots each. c, Single-qubit \({T}_{2}^{* }\) coherence time as a function of select cryo-CMOS parameters. Unless otherwise indicated, all data use cryo-CMOS control. Each data point is the average of 100 shots with 4 repeats for a total of 400 single shots. d, Mixing chamber temperature with cryo-CMOS power. Error bars represent the 95% confidence level. Osc., oscillator.
In this single-qubit measurement, the function of the J-gate pulse is to separate the two-spin system for controlled rotation by spin resonance. As such, electrical noise, coupled through the J gate or other means, is unlikely to affect qubit fidelity in the limit that the pulse amplitude and duration are sufficiently large to fully separate the spins. Even so, we now evaluate the impact of cryo-CMOS control on single-qubit performance by performing the same protocol outlined above, but now with charge-locking applied to the J gate and the pulse produced using a CLFG cell under control of the FSM. Again, we generate FID data and quantitatively compare the CMOS and room temperature control using randomized benchmarking protocols, as shown in Fig. 2b. A slight degradation in qubit fidelity is observed (0.07%), probably because of unmitigated heat from the CMOS. We discuss heating in detail below.
Although electrical noise at the J gate does not directly couple with single spins, heat and drift in gate potential over longer timescales can affect qubit performance. Gate noise can also produce d.c. Stark shift of the qubit frequency in certain regimes (discussed further below). To investigate these mechanisms, we extract the time-ensemble average coherence time \({T}_{2}^{* }\) for each qubit, repeatedly measured as each circuit block of the CMOS chip is powered up. Comparing the data in Fig. 2c again shows a small impact with respect to our room temperature baseline, correlating with a slight rise in the base temperature of the refrigerator (see Fig. 2d and its caption for details).
A drawback of the control scheme outlined above is its reliance on qubit-specific microwave pulses, which, despite cryo-CMOS gate control, require additional room-temperature microwave generators (and cables) for each qubit. We next demonstrate an alternate control approach that leverages a continuous wave global microwave field, sourced from room temperature but common to all qubits15,30. Key to this scheme is the ability to tune the spin resonance frequency of a qubit using a gate voltage31,32. This d.c. Stark shift enables a gate pulse to bring a qubit into resonance with the global field for a controlled amount of time to produce a rotation in the qubit state vector. With a single microwave tone from room temperature, cryo-CMOS produces the ‘baseband’ gate pulses that independently bring each qubit into and out of resonance with the global field.
The global microwave scheme requires a calibration of the unique d.c.-Stark shift produced by the J gate on, for example, qubit Q2, as shown in Fig. 3a. The sizable shift (about 1 MHz per 10 mV) is well-matched to the voltage pulses that can be efficiently generated with proximal low-power CMOS. Here, the spins are initialized to a mixed or T− (|↓↓⟩) state off-resonance by a detuning pulse to a relaxation hot-spot33,34. The J-gate pulse produces the time-controlled Stark shift as shown in Fig. 3b. Repeating this sequence as a function of pulse length yields the coherent oscillations (Fig. 3c), and coherence metrics can be extracted (Fig. 3d). For this measurement, the width of the pulse is set by the timing of the trigger fed to the CMOS from room temperature. Conceptually, this reliance on room temperature triggering may seem to be a limitation of our CMOS circuits. However, we note that fine time resolution is needed only to map out coherent oscillations. By contrast, once calibrated, logic gates require a fixed time pulse, for instance, 1.034 μs to produce a π/2 rotation. As such, these fixed time pulses are straightforward to implement with our CMOS architecture. Furthermore, we note that high fidelity control is possible with fixed time width pulses by precise tuning of the pulse amplitude and bias, shifting the requirement for high-resolution timing to the resolution of the voltage source.
Fig. 3: Single-qubit gates with cryo-CMOS.

a, ESR spectra as a function of microwave (MW) frequency and J gate voltage. Q2 exhibits a significant Stark shift, which allows for on-resonance single-qubit operations (X, Z; triangle), and off-resonance loading and measurement (M; star). b, Schematic of the pulsing sequence when using effective global control. Qubit rotations are determined by J pulse time, with the microwave tone fixed to the maximum tpulse time, extending into load and read stages. c, Rabi chevron of Q2. d, Ramsey coherence time, using global control and cryo-CMOS pulsing at B0 = 0.5 T. Error margin represents the 95% confidence level. a.u., arbitrary units.
Finally, we turn to evaluate two-qubit logic gates, which provide the most stringent test for crosstalk or electrical noise stemming from proximal milli-kelvin CMOS control. Here, the target qubit is rotated about the z-axis depending on the state of the control qubit, with the gate-tunable exchange interaction modulating the coupling between the two electrons1,24. As a baseline, we first perform a decoupled controlled phase gate (DCZ) using all room temperature instrumentation. The DCZ gate incorporates a spin-echo sequence with coherent rotation about the z-axis of angle ϕ = J(ϵ)texchangeħ, enabled by turning on exchange for a controlled time with J-gate pulse of duration texchange (Extended Data Fig. 2d). The resulting readout probability with J-gate pulse width is shown in Fig. 4a. The DCZ gate is sensitive to high-frequency electrical noise arising either directly from exchange-gate voltage fluctuations or indirectly from noise in the (gradient) magnetic field or variation in g-factors from gate-induced movement in the position of the electron wavefunction.
Fig. 4: Two-qubit operations using cryo-CMOS.

a, DCZ oscillations as a function of exchange time texchange and VJ, performed using room-temperature (RT) control. b, Room-temperature- and cryo-CMOS-enabled DCZ oscillations at a set VJ, indicated in a. Set level is determined by Vhold, which can be tuned for stronger qubit interaction. c, Comparison of visibility between room-temperature and cryo-CMOS control using identical pulsing methods on all gates. Increased state preparation and measurement error is present because of two-level-only approach to pulsing VJ. d, CZ coherence times of our two-qubit control conditions under various cryo-CMOS parameters. J pulses are generated by cryo-CMOS unless otherwise indicated. Each data point is the average of 100 shots, with 4 repeats for a total of 400 single shots. Error bars represent the 95% confidence level. Osc., oscillator.
Comparing cryo-CMOS control with our room-temperature baseline, we observe that the coherent exchange oscillations show similar behaviour (Fig. 4b). These results immediately confirm the utility of proximal milli-kelvin CMOS for controlling two-qubit logic gates. Close inspection perhaps suggests a suppression in visibility for the CMOS data, which probably stems from the limited two-state resolution of the voltage pulses used to tune the readout and preparation state, which for this qubit device require significantly different tunnel rates than those used in two-qubit control. Although it is not uncommon to find tunnel rates that are very similar for qubit control as state preparation and measurement (SPAM), in the present device, the differing tunnel rates precluded more quantitative measures of SPAM error and two-qubit fidelity using cryo-CMOS35. Future improvements in qubit tunability and fidelity will also enhance sensitivity to new noise sources, including further assessment of the control platform.
As a noise diagnostic tool, it is also worth noting that the DCZ gate is limited because the spin-echo sequence decouples the spin dynamics from low-frequency noise. Removing the echo pulses then opens the bandwidth to now include all of the low-frequency components down to quasi-d.c., offering a better measure of the total aggregate noise inherent in the system. A comparison of room-temperature control and cryo-CMOS is made in the data shown in Fig. 4c, now without spin-echo. These datasets constitute a measure of the ensemble average coherence time associated with the exchange gate, \({T}_{2,{\rm{CZ}}}^{* }\). Finally, using this parameter as a wideband measure of noise, Fig. 4d compares \({T}_{2,{\rm{CZ}}}^{* }\) for room-temperature control, cryo-CMOS with a single charge-locked cell, all 32 cells locked (mirroring J-gate pulses), and as a function of CMOS oscillator frequency. A slight reduction in \({T}_{2,{\rm{CZ}}}^{* }\) (around 20%) is observed at the highest clock frequencies, which, given the slight corresponding increase in refrigerator temperature, can be explained as arising from parasitic heating (for more detailed two-qubit performance data see Extended Data Fig. 5). We note that no additional (electrical) noise is observed beyond the thermal noise contribution associated with the small increase in temperature from CMOS power dissipation (for further discussion, see Extended Data Fig. 4).
Discussion
Our cryo-CMOS control chip consists of complex mixed-signal circuits realized using more than 100,000 transistors. Most of these transistors are used in the digital sub-systems and related circuit blocks, accounting for a fixed overhead power of tens of microwatts. On top of this constant offset power from the digital blocks, the CLFG analogue cells each contribute approximately 20 nW MHz−1 when generating 100 mV amplitude pulses, enabling many thousands of cells (and thus gate pulses) to fit within the cooling budget of a commercial dilution refrigerator (around 1 mW at 100 mK) (ref. 7). Apart from the cooling limits of the refrigerator, however, a challenge arises in the thermal management of hot control systems to ensure the routing of heat bypasses proximal, cold quantum devices. Here, we have made no attempt to mitigate this parasitic heating, simply wire-bonding the chips together in a standard package. This arrangement can lead to elevated electron temperatures in the quantum device (Extended Data Fig. 3) even when the refrigerator remains cold (Fig. 2d) and is the likely explanation for the small impact we observe in qubit fidelity when the largest CMOS circuits are powered up at the highest clock rates. As such, we emphasize that there is a notable opportunity to suppress parasitic heating by using separate parallel cooling pathways for the CMOS chip and quantum plane7. The use of heterogeneous, rather than monolithic, integration opens new thermal configuration options in this regard.
Beyond direct heating, the close presence of 100,000 transistors, with volt-scale biasing and sub-nanosecond rise and fall times, can create an exceedingly noisy environment in which to operate electrically sensitive qubits. It is surprising that the CMOS chip has only a small impact on qubit performance relative to previous experiments with room-temperature control17,19. Furthermore, the small degradation in fidelity is probably explained entirely from parasitic heating, rather than from electrical noise. Certainly, our use of CMOS design rules that minimize external crosstalk are important; however, beyond these, we suggest three additional aspects that probably reduce electrical noise. First, as the physical temperature of the CMOS die is a few hundred milli-kelvin, thermal noise contributions are substantially suppressed. Second, the chip-to-chip interconnect probably has a relatively low bandwidth, filtering noise above a few gigahertz. Last, we note that the action of the CLFG circuits effectively decouples the CMOS from the quantum device when in charge-lock mode, except for a very small coupling capacitor. Taken collectively, these aspects further underscore the utility of heterogeneous over monolithic integration for mitigating crosstalk and heating. Apart from addressing the challenges posed by scaling up qubits, cryo-CMOS using a chiplet architecture may also prove useful in generating ultrafast, low thermal noise control pulses that probe fundamental physics in mesoscale quantum devices36.
In conclusion, the results presented here demonstrate the viability of heterogeneous, milli-kelvin CMOS for generating the volt-scale biases and milli-volt pulses needed to control spin qubits at scale. Beyond addressing the interconnect bottleneck posed by cryogenic qubit platforms, these results show that degradation in qubit performance from milli-kelvin CMOS is very limited. Although our focus here has been controlling spin qubits based on single electrons, we draw attention to the inherent compatibility of our control architecture with other flavours of spin qubits, for instance, exchange-only qubits that leverage square voltage pulses exclusively37. Pairing cryo-CMOS-based control with highly compatible radiofrequency readout approaches that exploit dense frequency multiplexing38 enables a highly integrated and scalable spin qubit platform.
Methods
Measurement setup
Measurements are performed in a Bluefors LD400 dilution refrigerator with a base temperature of 7 mK. The qubit chip and cryo-CMOS chip are packaged on the same FR4 printed circuit board (PCB)39, separated by 3 mm and wire-bonded together. The daughterboard PCB is placed on a custom motherboard and electrically connected by an interposer. The motherboard manages signals from room temperature, and the ESR line connects directly to the daughterboard through a miniSMP. The PCB setup is mounted in a magnetic field, on a cold finger. The external magnetic field is supplied by an Oxford MercuryiPS-M magnet power supply. The d.c. voltages are generated by an in-house custom-made digital-to-analogue converter (DAC). A Quantum Machines OPX+ generates room-temperature dynamic pulses, the 400 MHz signal for radiofrequency readout, I/Q and pulse modulation for the microwave source as well as trigger lines to the cryo-CMOS chip and microwave source (Extended Data Fig. 1). Dynamic and d.c. voltage sources are combined at room temperature using custom-made voltage combiners. The OPX has a sampling rate of 1 GS s−1 and a clock rate of 250 MHz. The microwave tone is generated by a Keysight PSG E8267D Vector Signal Generator with a signal spanning 250 kHz to 31.8 GHz. Single-qubit gates are operated at a microwave frequency of 13.9 GHz.
We use an RF-SET and radiofrequency reflectometry readout, comprising a Low Noise Factory LNF-LNC0.3-14A amplifier at the 4 K stage of the refrigerator and a Minicircuits ZX60-P103LN+ at room temperature for signal amplification. The directional coupler in Extended Data Fig. 1 is a Minicircuits ZEDC-10-182-S+ 10–1,800 MHz.
All measurements are performed in the same cooldown to enable careful comparison between control methods without device variation that can occur from thermal cycling. For room-temperature operation, a pass-through switch Glock is closed and room-temperature-sourced exchange gate pulses are delivered through Vhold (see Extended Data Fig. 1 for instrument connection details).
Cryo-CMOS programming
Our cryo-CMOS receives programming instructions, power, d.c. bias and dynamic voltage levels from an in-house room-temperature DAC40 and is configured to receive an external trigger from the OPX+, as well as room-temperature dynamic pulses for pass-through room-temperature control. Some of the programming instructions as well as the external trigger, are received by the same input line. Appropriate input is handled by a Minicircuits RC-4SPDT-A18 DC-18 GHz radiofrequency switch, which takes inputs from both the DAC and OPX+. The radiofrequency switch is programmed to work in unison with charge-locking commands sent to the cryo-CMOS, switching inputs from the DAC to the OPX+ once programming is complete.
Owing to the low leakage rate of our cryo-CMOS transistors, there are no charge-lock refresh cycles of our charge-locked gate when performing experiments. Maximum experiment times are approximately 1 h, usually single-qubit RBM or PSD measurements. Cryo-CMOS circuit blocks were measured to be functional within the bias range DD1P0 = 0.65V, N/PMOS backgate = 1.5/−1.5 V, VDD1p8 = 1.2 V–1.6 V.
Data availability
The datasets generated and/or analysed relevant to this study are available from the corresponding author upon request and further available at Zenodo (https://zenodo.org/records/15080656)41.
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Extended data figures and tables
Extended Data Fig. 1 Full experimental setup schematic.
For further hardware information, see Methods.
Extended Data Fig. 2 Loading and pulsing scheme.
a, the barrier to the SET reservoir is lowered for a set number of electrons to occupy the dots (i). This barrier is raised to isolate the dots (ii), and the electron states are initialized via tuning of the plunger gates P1 and P2 (iii). b, Single-qubit pulsing scheme for ESR measurements. A diabatic detuning ramp (1 → 2) from the (0,4) to (1,3) state initialises the double quantum dot into a singlet state. The qubit is then pulsed using the J-gate to the control point (2 → 3) at which point a MW pulse is applied that rotates the target qubit in resonance with the MW frequency. The qubit is pulsed back to ♦(3 → 4), then pulsed into the Pauli Spin Blockade regime (4 → 5) for readout. Detuning ϵ pulses use gates P1 and P2 and are always RT-operated. J-gate pulses are generated either at RT or by cryo-CMOS. The approximate operation points of single qubit (X, Z), two qubit (CZ), and readout points (M1Q, M2Q) are indicated by a triangle (▴), square (▪), star (⋆) and diamond (♦) respectively. c (inset of b), basic J-gate pulsing scheme for ESR measurements when using cryo-CMOS. Here, the gate J is in a “charge-locked” state held at VHOLD. An external trigger is used to pulse between the two J-gate levels, whose separation is determined by ΔVJ,PULSE. d, DCZ sequence focusing on J-gate pulses. The qubits are initialised into a T− state, before X and X/2 gates are performed on the control and target qubits respectively. A spin-echo sequence is inserted between the exchange gates, which precedes the final projection for measurement of the two-qubit spin state.
Extended Data Fig. 3 Temperature dependence using artificial cryo-CMOS and mixing chamber heating.
a, By forward biasing an ESD protection diode on-chip, the power draw can be programmed to mimic that of any oscillator trim or division value upon oscillator activation. Artificial power draw also allows for higher resolution investigation versus other parameters, as well as extrapolation beyond what the maximal cryo-CMOS power draw possible with it’s feature set. b, Schematic of the cryo-CMOS ring oscillator. 81 in-series inverters are connected to a three-bit multiplexer, controlling the tap-off point. The frequency is tunable by programmable inputs into the oscillator trim. This frequency is further divided by the oscillator divider, which is eight-bit tunable. The ultimate output frequency is then passed on to the FSM. c, Hahn echo coherence time and Ramsey coherence time of Q1, and measured electron temperature as a function of mixing chamber temperature. Base effective electron temperature is approximately 850 mK, which only starts to increase once the mixing chamber exceeds 700 mK. Electron temperature and mixing chamber temperature equalize at 1 K. Each data point consists of 100 shots with 4 repeats for a total of 400 single shots. Error bars represent the 95 % confidence level. d (1-3)-(0,4) charge occupation probability. Solid lines are Fermi distribution fits, allowing for extraction of effective electron temperature. Fitting to distributions with high mixing chamber temperature (at which point becoming equal to that of the sample) allows for determination of the lever arm.
Extended Data Fig. 4 Extended single qubit performance.
a, \({T}_{2}^{Hahn}\) coherence of both qubits as a function of divided frequency from the cryo-CMOS oscillator. The output clock frequency (here set to 30 MHz) passed to the fast state machine is divided by an integer between 1 and 255, see Extended Data Fig. 2 for schematic details. The inset indicates whether RT or cryo-CMOS control is used; all RT pulsing schemes are replicable by cryo-CMOS. Activating the oscillator immediately causes a drop in coherence due to the extra thermal dissipation, and lowering the divider value increases this dissipation slightly. b, Qubit coherence while directly changing oscillator frequency. The divider is set to a constant value of 255, and increasing oscillator frequency leads to an increase in power draw of the cryo-CMOS chip, reflected in the mixing chamber temperature. c, Similar to Fig. 2(c), \({T}_{2}^{Hahn}\) coherence is also explored as a function of various parameters under cryo-CMOS control conditions. d, e, \({T}_{2}^{* }\) of both qubits while changing the divided and oscillator frequencies, similar to a and b. For all data points, each data point consists of 100 shots with 4 repeats for a total of 400 single shots. f, The noise power spectral density (PSD) is explored as a function of oscillator frequency. Noise spectroscopy, based on the Carr-Purcell-Meiboom-Gill (CPMG) protocol42,43,44, uses a single qubit as a noise probe. A slight increase in the overall white noise level is observed over the detectable frequency range when the oscillator is at its maximum frequency. This increase in white noise is consistent with parasitic heating leading to an increase in temperature and thermal noise contribution to the cumulative noise background. We note that we do not observe additional electrical frequency spurs or artifacts beyond the thermal noise contribution. At higher frequencies, we observe an increase in PSD, likely due to high-power driving or mis-calibration of microwave pulses19,45,46. Error bars represent the 95 % confidence level.
Extended Data Fig. 5 Extended two-qubit performance and dependence on cryo-CMOS parameters.
a, ESR spectrum as a function of VJ. Exchange starts to open at around VJ = 1.37 V. Measurements are done with room temperature J pulses; RT or cryo-CMOS control is indicated in the lower right hand side of each figure. b, c, CZ oscillations as a function of exchange time texchange and VJ. Multiple J levels, not replicable by cryo-CMOS control are used here for optimal performance. The initial state of the target control qubits is indicated in the bottom right hand corner. In (b), the J gate drives two-qubit exchange at a sensitivity of 25dec\V. d, CZ oscillations using cryo-CMOS control, showing the difference in visibility compared to b-c averaged over 100 shots. Traces are offset for clarity. For all further figures, pulses are two-level and if generated at RT, are replicable by cryo-CMOS. e, similar to Extended Data Fig. 4(a), the two qubit CZ coherence time \({T}_{2}^{exchange}\) is explored as a function of divided frequency. The oscillator is set to 30 MHz for all divisions, and pulses are generated from room temperature. f, CZ coherence time \({T}_{2}^{exchange}\) is now explored as a function of oscillator frequency. The divider is set to 255 for all measurements. g, h, Measurements in e, f are replicated here, however now using a DCZ pulsing protocol, allowing for longer coherence times. i, DCZ coherence is explored using cryo-CMOS control under various parameters, similar to Fig. 4(d). For all individual data points, each data point consists of 100 shots with 4 repeats for a total of 400 single shots. Error bars represent the 95 % confidence level.
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Abstract
Capturing particles with low, nanonewton-scale adhesion is an ongoing challenge for conventional air filters1,2. Inspired by the natural filtration abilities of mucus-coated nasal hairs3,4, we introduce an efficient, biomimetic filter that exploits a thin liquid coating. Here we show that a stable thin liquid layer is formed on several filter media that generates enhanced particulate adhesion, driven by micronewton to sub-micronewton capillary forces5,6. Enhanced particle adhesion increases the filtration of airborne particulates while maintaining air permeability, providing longer filter lifetime and increased energy savings. Moreover, strong adhesion of the captured particles enables effective filtration under high-speed airflow as well as suppression of particle redispersion. We anticipate that these filters with thin liquid layers afford a new way to innovate particulate matter filtering systems.
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Main
Air filters, designed to capture airborne particulate matter (PM), are present in every aspect of our lives, from air purifiers for residential housing to industrial filters for cleanrooms7,8. The adhesion between PM and conventional filters is primarily governed by van der Waals interactions and is typically of the order of nanonewtons. This low adhesion can be insufficient to capture and retain PMs, causing poor filtration. Issues arising from weak adhesion have remained unsolved for decades and continue to be a limitation in filtration performance.
A nasal cavity, which includes nasal hairs, effectively filters PM by strong adhesion (Fig. 1a). The key element facilitating PM adhesion is a thin mucus layer that coats the nasal hairs. When PM encounters the mucus, a meniscus forms, generating strong adhesion by capillarity. The filtration ability of mucus-coated nasal hair is demonstrated by exposing it to pollen-laden air (Supplementary Fig. 1); an optical microscope image of the hair confirmed that pollen adheres onto the surface by mucus (Fig. 1b). Inspired by this filtration mechanism, we introduce a bioinspired filter having a thin liquid layer. This liquid is an oil, which increases adhesion for enhanced particulate removal from air. We term this the particle-removing oil-coated filter (PRO filter). For decades, there have been efforts to apply liquids onto filters to enhance filtering performance9,10,11,12,13. Previous research shows that enhanced filtration efficiencies (FEs) have been exhibited by liquid soaking; at the same time, pressure drops were also increased because of blocked pores by the liquid (Supplementary Table 1). Moreover, unstably coated oil was easily detached from the filter surface by air flow. As a result, liquid-incorporating filters have been used for only limited applications, such as engine air filtering. For widespread use, it is necessary to create a thin, uniform, stable coating of a non-volatile liquid on the surface of a filter. A long-term stable, thin liquid layer was previously demonstrated with tri-methylsiloxy-terminated polydimethylsiloxane (PDMS; for example, silicone oil) on a PDMS brush-grafted surface14,15. This method has been used to fabricate lubricant-infused surfaces having thin lubricant layers. Because of the mobile lubricant, liquid drops or solid particles easily slide off the surface with low friction in the lateral direction16,17,18, finding applications in areas such as anti-icing19, anti-biofouling20,21 and liquid-drop manipulation22. However, in the vertical direction (that is, normal to the surface), lubricant can induce strong adhesion, mainly facilitated by capillary forces6,23. This unique characteristic is exploited in the present study for effective capture of PM.
Fig. 1: Super-adhesive biomimetic adhesion-enhanced liquid film filter.

a, Schematic of the mechanism of dust particle adhesion in the nasal cavity, mediated by mucus-coated hairs. b, Photograph of the nasal hair capturing dust on the mucus layer. c,d, Schematic overview (c) and SEM image (d) of the PRO filter, modelled on the adhesive characteristics of nasal hairs. Inset of d is a photograph of the filter. e,f, Filtration in cylindrical wind tunnel with bare filters (e) and PRO polyester filters (f). Air permeability was measured at 125 Pa following the standard of ASTM D737. Pictures on the right are SEM images of the filter after filtration, showing trapped dust particles. Scale bars, 100 μm (b,d,e, right; f, right); 1 cm (d, inset); 10 cm (e, left; f, left).
General approach and comparative performance
PDMS brushes with a thickness of about 10 nm are covalently grafted on the surface of different filter media by polymerization of dimethyldimethoxysilane from surface hydroxyl groups24 (Extended Data Fig. 1). Silicone oil is then applied onto the PDMS brush-grafted filter by spraying a silicone oil solution in hexane. Hexane is used to precisely control the thickness of the oil layer. In principle, this spraying process can also be performed with only oil or oil in water emulsion to exclude any toxicity issue. After the hexane evaporates, a thin, uniform silicone oil layer is formed (Fig. 1c). Because the PDMS brush and silicone oil are chemically identical, the interfacial energy is minimized. The spreading coefficient (S) is positive, making silicone oil spontaneously spread across the filter media (that is, γS > γSL + γL, where γ is the interfacial energy at solid–air, solid–liquid and liquid–air interfaces). The scanning electron microscope (SEM) image in Fig. 1d confirms a homogeneous, thin oil layer on polyester fibres without issues from Plateau–Rayleigh instabilities25. This thin liquid layer does not notably influence the pore structure. The air permeability of the oil-coated filter (325.6 ± 4.0 cm3 s−1 cm−2) is nearly identical to the uncoated filter (322.7 ± 6.0 cm3 s−1 cm−2).
Despite similarities in air permeability, the PRO filter demonstrates superior performance in capturing PM. As a comparative analysis, around 50 µm pollens were blown into conventional, non-woven filters with a pore size of 100–500 µm (Supplementary Video 1). Most of the pollen particles are not filtered and pass through the filter (Fig. 1e). An SEM image of the filter after filtration confirms that pollens were rarely captured by the filter fibres. By contrast, most pollen is filtered by the PRO filter (Fig. 1f). The silicone oil layer acts similarly to mucus on nasal hair, resulting in strong adhesion between the pollen and fibres. This contrast exhibits the positive effect of the thin liquid layer on enhancing PM capture.
Filtration efficiency
The FE is quantitatively investigated with a custom-built air filter testing chamber (Supplementary Fig. 4). The chamber is designed to quantify two parameters: (1) PM concentrations and (2) the pressure drop across the filter. The FEs for filters of varying materials and media types with different pore sizes are shown in Fig. 2a. These efficiencies are categorized into three distinct size groups relevant to inhalable PM causing adverse health effects: PM1.0 (0.3–1.0 μm), PM2.5 (1.0–2.5 μm), and PM10 (2.5–10 μm). Orange bars represent FEs of bare filters, and green bars represent FEs of PRO filters. The application of a thin oil layer leads to FE enhancements of 10–30% compared with the bare counterparts. This improvement is achieved with almost no change in air permeability (Extended Data Table 1).
Fig. 2: Filtration performance and microparticle adhesion.

a, FEs of different filters. Detailed numerical metrics such as air permeability, FE and pressure drop are provided in Extended Data Table 1. Error bars show s.d.; n = 3. PP, polypropylene. b, Schematic of the colloidal microprobe technique. Inset indicates a silica probe (about 7 μm) glued on a tipless cantilever, characterized by SEM. c,d, Force–distance curves measured on bare (c) and PRO (d) glass substrates. Bidirectional arrow and highlighted area represent the adhesion force (FA) and the work of adhesion of particles, respectively. e, Confocal microscopy images of microparticles on bare (left) and PRO (right) glass. f, Adhesion forces of microparticles interacting with bare and PRO glass. Error bars show s.d.; n = 3. PE, polyethylene. Scale bars, 1 μm (b, inset); 50 μm (e).
Source Data
The liquid layers are submicrometre in thickness, resulting in negligible changes in the diameters of fibres (about 5–100 µm). For example, in the case of a polyester filter with a fibre diameter of 39.2 ± 1.0 µm, 10 g m−2 of silicone oil is estimated to form a coating of approximately 500 nm in thickness, increasing the total diameter by 2.5%. Consequently, the pressure drop is nearly unchanged from before to after the application of the liquid layer (smaller than 3% difference). It should be noted that increasing the liquid layer thickness could clog the pores. However, our findings indicate that such a thick layer is not required for the PRO filter because FE enhancements are already maximized at liquid layer thicknesses of just a few hundred nanometres (Extended Data Fig. 2). The optimum liquid quantity required to achieve maximum FE enhancement, while minimally affecting pressure drop, varies according to the specific filter medium.
Particle adhesion
To better understand the effect of a thin oil layer on filter efficiency, we measured single-particle adhesion on thin oil layers using the colloidal probe atomic force microscopy (AFM). This is useful for measuring adhesion in the normal direction by approaching and retracting a particle from planar substrates26 (Fig. 2b). Given that the diameter of typical airborne PMs ranges from 0.3 µm to 20 µm, we selected microparticles with diameters between 7 µm and 15 μm as probes. Force–distance curves include the adhesion force (FA), which is the most negative force recorded during retraction (Extended Data Fig. 3b). To detach a particle, this adhesion force must be overcome. As a control, we first measured particle adhesion on flat bare glass; the adhesion force of a 7.1 ± 0.9 μm silica particle was 15 ± 0.9 nN (Fig. 2c). Hard particles predominantly interact with solid substrates by van der Waals force with a range of 2–50 nN for an approximately 7 μm particle (Supplementary Information section 5). For a model system of the PRO filter, we use a glass substrate uniformly coated with silicone oil (viscosity 100 cSt (centistokes)) having a thickness of 203 ± 2 nm, referred to here as PRO glass. On PRO glass, the adhesion force increased to 400 ± 8 nN, which is around 25 times greater than that on bare glass (Fig. 2d).
This enhanced adhesion is attributed to the formation of a liquid meniscus27. Confocal microscopy images show that an oil meniscus forms between the silica particle and the PRO glass (Fig. 2e). When a solid particle contacts a liquid layer, the liquid wets the particle, promptly creating a meniscus that generates a capillary force. The capillary force induced by the meniscus on a sphere is governed by the equation FC = πγd sin(β) sin(β + θ), where γ is the surface tension, d is the particle diameter, θ is the contact angle and β is the filling angle that describes the location of the three-phase contact line on the particle (Fig. 2d). Capillary force between a particle and a thin liquid layer is generally one to two orders of magnitude greater than van der Waals force. These findings agree with our measured adhesion forces28.
The work of adhesion was also characterized from the area above the retraction curve (Fig. 2c,d, bright green area). The work of adhesion on bare glass was 0.2 ± 0.03 fJ, whereas it reached 730 ± 34 fJ on PRO glass. During retraction on bare glass, the force precipitously drops to zero after a short distance, as van der Waals interactions are confined to a few nanometres. Conversely, the PRO glass holds onto the particle until the liquid meniscus ruptures about 2.5 μm from the substrate (Fig. 2d, yellow arrow). Hence, this capillary adhesion mechanism is effective over micrometre-range distances, resulting in an adhesion energy that is three to four orders of magnitude higher than bare glass.
Furthermore, the enhancement in adhesion due to the thin liquid layer is observed for both 14.0 ± 3.4 μm silica and 15.4 ± 2.4 μm polyethylene spheres (Fig. 2f and Supplementary Fig. 8). Larger particles have higher adhesion force on both bare glass and PRO glass because both van der Waals and capillary forces are proportional to the particle size. The hydrophobicity of the particles has a modest influence on adhesion force, as evidenced by a comparison between hydrophilic silica and hydrophobic polyethylene particles. Enhanced adhesion is observed for both silica and polyethylene spheres (Fig. 2f and Supplementary Fig. 8). The shape and size of the meniscus can be varied by the interfacial energy with particles, leading to differences in adhesion forces29,30. Nevertheless, it is noteworthy that all tested particles interacting with the thin liquid layer exhibit micronewton-scale adhesion forces, which are sufficiently high for effective capture of PM.
In terms of liquid layer thickness, we found that only a few hundred nanometres is sufficient for capillary force-assisted adhesion (Extended Data Fig. 4d). A layer of about 200 nm realizes sufficiently high adhesion force and work of adhesion, although thicker layers require more work to detach particles (Extended Data Fig. 4e). This thickness effect on adhesion matches our FE results shown in Extended Data Fig. 2. For this reason, 200–500 nm thick layers are mainly applied to filter media to realize maximum FE while minimizing the pressure drop.
Filtration at rapid airflow
Owing to its outstanding adhesion for PMs, the PRO filter offers unique filtration abilities, including efficient filtration under high-speed airflow. As the face velocity of airflow increases, the probability of PMs interacting with filter fibres rises, potentially elevating the FE31,32. However, the FE of a conventional filter generally diminishes beyond a certain airflow speed because of PMs detaching from filter fibres33,34 (Fig. 3a). This occurs when the drag force surpasses the adhesion force. As the drag force increases with airflow speed, PMs detach more easily under faster airflows. Conventional filters are less efficient at fast airflows, demonstrated by FE measurements using a conventional polyester filter (Fig. 3b–d). Numerical calculations corroborate that drag forces surpass the adhesion forces for all PMs, ranging from 0.3 µm to 10 µm, on conventional filters at airflows faster than 3 m s−1 (Extended Data Fig. 5); this highlights the limitations of conventional air filters in rapid filtration systems. By contrast, the FEs of PRO polyester filters increase for all PM sizes with increasing airflow velocity. Owing to the elevated PM adhesion, the PRO filter overcomes the issue of particle detachment.
Fig. 3: Capillary force-driven PM filtration with suppressed bouncing: rapid airflow filtration and suppressed PM resuspension.

a, Schematic of PM capturing behaviours on bare (top) and PRO (bottom) fibres. b–d, FEs of polyester filters for PM1.0 (b), PM2.5 (c) and PM10 (d) across diverse face velocities. Error bars show s.d.; n = 3. Inset in b includes pressure drops corresponding to face velocities before filtration. e,g, High-speed camera images of PM-filtered bare (e) and PRO (g) filters when airflow in the reverse direction is applied: 0 ms (left); 40 ms (middle); and 80 ms (right). f,h, Photographic (left) and SEM (right) images presenting bare (f) and PRO (h) filters after air sweeping. i, Bidirectional PM filtration of the PRO filter. At each cycle, the filter was inverted after measuring the weights of captured PMs. Then, about 170 mg PM was applied again through 2 m s−1 airflow. Error bars show s.d.; n = 3. j, Photograph of multidirectional filtering set-up at a smoking area. k,l, SEM images of bare (k) and PRO (l) filters after 38 months of installation (14 July 2021 to 28 September 2024) at the smoking area. Inset pictures are the photos of filters. Scale bars, 1 cm (e,g); 1 cm (f, left; h, left); 200 μm (f, right; h, right); 100 μm (k,l); 2 cm (k, inset; l, inset).
Source Data
PM resuspension
In conventional filtration systems, captured PMs often detach by external airflow, resulting in PM resuspension into the air. For example, PMs trapped on a conventional filter are detached when air is blown through the filter by an air gun, as observed by a high-speed camera (Fig. 3e and Supplementary Video 2). After blowing air, the detachment of PMs is observed by photography and SEM (Fig. 3f). By contrast, the PRO filter retains PMs when subjected to the same airflow (Fig. 3g and Supplementary Video 2), without a change in the PRO filter colour (Fig. 3h).
Owing to issues of resuspension, conventional filtration systems typically operate only under unidirectional airflow. To illustrate the multidirectional airflow functionality of PRO filters, we measured the weight of filtered PMs after filtration tests in opposite directions (Fig. 3i). Following an initial filtration, the PRO filter is inverted and exposed to an equivalent quantity of PMs introduced from the reverse side. Nearly the same weight increase was observed owing to PM capture without resuspension. This filtration process continues to function for more than five cycles. Multidirectional filtration was further demonstrated by installing the PRO filters in an outdoor smoking area without the use of any external fan (Fig. 3j). An SEM image of the bare filter showed only a few captured PMs after being installed for 38 months, because most captured PMs got resuspended by wind (Fig. 3k). The colour change of the bare filter to brown was mostly caused by staining from tobacco aerosol residue. By contrast, many PMs were strongly captured by the PRO filters without resuspension, confirmed by bundles of PMs inside the PRO filter and by the dark brown colour (Fig. 3l). This is the first instance of a multidirectional filtration strategy proposing a zero-energy filtration system that uses natural wind.
Pressure drop increase by PM filtration
The thin liquid film in the PRO filter provides advantages in the (1) lifetime of the filter and (2) energy consumption of the filtration system. Both are related to pore clogging. Accumulation of PM within the pore leads to an increase in the pressure drop (ΔP) across the filter. This pressure increase is particularly profound in filters with smaller pore sizes, such as high-efficiency particulate air (HEPA) filters. A PRO HEPA filter exhibits approximately 25% slower rate of ΔP increase compared with a bare HEPA filter, shown as grey and black lines in Fig. 4a, respectively. The underlying reason for this reduced rate of ΔP increase can be attributed to the distinctive structure in which PMs are captured (Supplementary Video 3). On conventional filters, PMs form dendrites during filtration. The PM dendrites have a large effective thickness (teff) because of its loosely packed structure (Fig. 4b), leading to pore clogging35. An image of a planar metal mesh shows a decrease in pore size because of captured PMs (Fig. 4c and Extended Data Fig. 6); analysis shows a reduction in the projected pore area fraction (that is, projection pore area per unit area) from 0.35 mm2 mm−2 to 0.21 mm2 mm−2. By contrast, PMs captured on the PRO filter are densely packed by capillary forces (Fig. 4d). This dense arrangement minimizes the effective thickness of the filter medium. Observations on a PRO metal mesh confirm a slower rate of increase in the effective thickness (Fig. 4e and Extended Data Fig. 6). The projected pore area fraction is reduced only to 0.30 mm2 mm−2, keeping pores approximately 43% more open compared with the bare metal mesh, effectively mitigating the rate of ΔP increase.
Fig. 4: Pressure drop by filter.

a, Pressure drop curves during PM filtration. Error bars show s.d.; n = 3. b–e, Structures of captured PMs. Schematic of captured PMs on solid (b) and thin liquid-layered (d) filter media. The term teff represents the average distance from the fibre to the extremity of the PM accumulation. Optical microscope images of captured PMs, each with approximately 200 mg on bare (c) and PRO (e) metal meshes. The contour of pores is shown with a yellow line. f, Schematics of the PM screening by bare (left) and PRO (right) pre-filters for an HEPA filter. g, Weights of captured PMs on pre-filters and HEPA filters after the filtration test using the combinations of pre-filters and HEPA filters. Orange, blue and grey boxes indicate PMs on bare pre-filter, PRO pre-filter and HEPA filter. Error bars show s.d.; n = 3. The images on the right show the bare and PRO pre-filters after filtration with the HEPA filter. h, Photos of filters installed in the HVAC system; top right and bottom right are medium and pre-filters, respectively. i, Pressure drop difference across the HVAC system with bare (orange line) and PRO (green line) filters (26 May 2023 to 24 August 2023). Error bars show s.d.; n = 3. j, Electricity consumed by the fan of the HVAC systems for the same period operated with the bare (orange bar) and the PRO (green bar) filters. Error bars show s.d.; n = 3. Scale bars, 100 μm (c,e); 1 cm (g, right); 10 cm (h, right).
Source Data
To reduce the rate of ΔP increase, filtration systems commonly use a multiple-filter strategy, involving a combination of low- and high-efficiency filters. The low-efficiency pre-filter has relatively large pores capable of capturing large PMs. The pre-capturing of large PMs prevents clogging of small pores on high-efficiency filters, such as HEPA filters. The incorporation of a bare pre-filter in front of an HEPA filter exhibits a reduced rate of ΔP increase by approximately 1.8 times compared with a stand-alone HEPA filter (Fig. 4a, orange and black lines). We proposed that effective filtration by a PRO pre-filter would suppress clogging of an HEPA filter (Fig. 4f). A PRO pre-filter offers an even slower rate of ΔP increase (Fig. 4a, blue line).
To understand the filter system design, we conducted a comparative analysis of the mass of captured PMs using different filter combinations. Although the total mass of captured PMs by both the PRO pre-filter and bare HEPA filter and the bare pre-filter and bare HEPA filter was nearly identical because of the almost 99.9% FE of the HEPA filter, the distribution of captured PMs differed substantially. When used with the PRO pre-filter, the HEPA filter contained 63% less captured PMs compared with the bare pre-filter. This is because the PRO pre-filter captures 48% more PMs than the bare pre-filter (Fig. 4g, blue and orange bars). The images on the right side of Fig. 4g show the bare and PRO pre-filters following the filtration process. The darker colour of the PRO pre-filter indicates enhanced PM capturing. By integrating effective pre-capturing and capillary-driven densification of PMs, the combination of a PRO pre-filter and PRO HEPA filter (Fig. 4a, green line) shows the longest time of use. For example, the PRO combination delays the time needed to double ΔP by three times compared with the bare combination (Fig. 4a, orange line), suggesting that PRO filters offer three times longer lifetimes.
Reusability and real-world testing
Following the filtration process, PRO filters can be regenerated after washing. The thin silicone oil layer can be washed with detergent water, thereby removing captured PMs (Extended Data Fig. 7). The grafted PDMS brush remains on the surface after washing. Therefore, by a simple oil spraying process, a thin, uniform silicone oil layer reforms, restoring the initial filtration performance of the PRO filter. The reusability of the PRO filters offers a notable reduction in filter waste.
This superior performance of PRO filters was demonstrated in field filtration tests performed by installation in HVAC (heating, ventilation and air conditioning) systems at various sites (Fig. 4h and Extended Data Fig. 8). Before the field filtration tests, stability of PRO filters under humid condition was verified by exposing the filters to boiling water. Even after exposing it to the extremely humid condition with airborne water droplets for 3 h, the PRO filter still performed similarly to the fresh-made PRO filter, promising applicability in the real environment (Supplementary Fig. 12). Practical operation in an indoor baseball stadium for 180 days showed that the PRO filter captured 42% more PMs by weight than a conventional filter. Although the PRO filters capture more PMs, the PRO filters exhibited 58% slower pressure drop enhancement by effective pre-capturing and capillary-driven densification. As a result, the electric consumption of the fans in the ventilation system is reduced by up to 27%, and the filter life is prolonged more than twice (Fig. 4i,j). These field tests in real filtration conditions confirm that the PRO filters with stable, thin liquid layers offer substantial practical advantages over conventional filter systems.
Discussion
Although previous studies have attempted to enhance filtering performance with liquid coatings, the inherent instability of these films can lead to pore clogging and liquid detachment. Our PRO filters offer a transformative advance in filtration technology, facilitated by the formation of a stable, thin liquid layer on the filter media, enabled by PDMS brush grafting9,10,11,12,13. The PRO filters minimize PM bouncing, leading to outstanding FE at rapid airflows, making PRO filters a suitable candidate for applications requiring rapid and large-scale filtration. Captured PMs are strongly adhered to the filter media by the thin liquid layer, suppressing PM resuspension and preventing re-contamination of air; this also enables multidirectional air filtration capabilities, such as passive, zero-energy filtration by natural airflow. Moreover, the slower rate of increase in ΔP extends the operational lifetime of PRO filters and minimizes energy consumption, even as it filters a greater volume of PMs. The remarkable performance of PRO filters in practical-scale ventilation systems confirms a marked reduction in energy consumption and better PM capture, demonstrating substantial advantages over conventional filters in real-world applications. It is anticipated that the strategy of thin oil-coated filters will provide opportunities for a new model of environment-friendly PM filters.
Methods
Fabrication of thin liquid layer on filter media
Non-volatile, low surface tension tri-methylsiloxy-terminated PDMS (for example, silicone oil) was used for the thin liquid coating. Because the silicone oil can uniformly form a thin layer on a PDMS brush-grafted surface because of minimized interfacial energy, we prepared the PDMS brush onto the surface of filter media. Before the PDMS grafting, surface oxidation was initially performed using a UV–ozone cleaner (AhTech LTS), emitting ultraviolet light at a wavelength of 254 nm with an intensity of 20 mW cm−2, for 15 min. Then, a solution including dimethyldimethoxysilane (96%, Gelest) and sulfuric acid (98%, Daejung Chemicals) dissolved in methanol (99.5%, Samchun Chemicals), weight ratio of 10:1:100, was sprayed onto the oxidated substrate. After evaporation of the solvent, the PDMS brush was synthesized from the surface hydroxyl groups by grafting from reaction. After the surface polymerization, residual unreacted chemicals were washed away using methanol. The presence of the grafted PDMS brush on various filter surfaces was confirmed by X-ray photoelectron spectroscopy (XPS) (K-alpha+, Thermo Fisher Scientific).
On the PDMS brush-grafted filter media, silicone oil (Gelest) solution in hexane (99.5%, Sigma Aldrich) was sprayed by using a spray gun equipped with a 0.35-mm nozzle at a pressure of 0.5 mPa. To remove residual hexane, the samples were dried at room temperature for 24 h. Then, hexane negligibly remained because of its high volatility. Silicone oil was spread over the surface of the fibres, realizing the PRO filter. To verify the incorporation of silicone oil within the filter media, an energy-dispersive X-ray spectroscopy analysis was conducted using a field-emission scanning electron microscope (FE-SEM) (SIGMA, Carl Zeiss).
Adhesion force analysis
The interaction between the spherical particle and a planar substrate was quantified using colloidal probe AFM (NanoWizard, JPK Instruments). Silica (about 7 μm and 15 μm) and polyethylene beads (around 15 μm, Cospheric) were used as probe particles, which were glued onto the edges of tipless cantilevers (MikroMasch) using epoxy glue. Before adhering the particle to the cantilever, the spring constant and sensitivity value of the cantilever were calibrated using a non-contact method. The force–distance curves were measured three times for each sample with a working speed of the cantilever of 2 μm s−1.
For consistent analysis, adhesion was measured on planar samples. Cover glass (VWR Chemicals) was adopted as a substrate. Oil-coated substrate was prepared using a spin coater (ACE-200, iNexus) at a speed of 4,000 rpm for a duration of 60 s. The thickness of the silicone oil layer was varied by using different concentrations of silicone oil solution in n-hexane (95%, VWR Chemicals).
The force–distance curve, ascertained by observing cantilever deflection, allowed for the quantification of these forces. Extended Data Fig. 3 shows the basic methodology for analysing force–distance curves, specifically in measuring the behaviour at solid–liquid interfaces. The analysis consisted of a sequence of steps: (1) approaching the lubricated surface; (2) contact with the lubricant; (3) penetrating the lubricant; (4) touching the glass substrate, thereby showing lubricant thickness; (5) pushing the cantilever until it reached the artificial force limit; (6) retracting from the substrate with a meniscus; and (7) detachment of the probe. We initiated direct contact between the probe and the solid substrate because of the thinness of silicone oil, making interfacial contact with the lubricant unfeasible. We pressed the probe to its force threshold after contact with the solid surface to standardize the contact depth with the solid substrate.
Imaging of interface between substrate and particle
A confocal microscope (Leica SP8, Leica) was used to visualize the particles attached to planar substrates. A spherical silica particle (Duke Scientific) with a diameter of about 105 μm was used for these observations. Perylenediimide dye was applied within the silicone oil to observe the silicone oil meniscus surrounding the particle.
Characterization of filtering performance
FE was measured using a custom-built air filter testing chamber that complies with the specifications delineated in the global testing standard: DIN 71460-1:2006. To validate the reliability of the custom-built air filter testing chamber, cross-validation of efficiency measurement with a certified testing agency (KITECH) was performed (Supplementary Fig. 5). Identical testing standards and test conditions were applied in both set-ups to ensure consistency and comparability. FE was determined according to the equation \({\rm{FE}}=\frac{{C}_{{\rm{b}}}-{C}_{{\rm{a}}}}{{C}_{{\rm{b}}}}\times 100\), where Cb and Ca denote the PM concentrations before and after filtration, respectively. A2 fine standard test dust, briefly called A2 dust (Powder Technology), with a predominant size distribution diameter of 0.3–10 μm, was selected as test PM. A particle generator (SAG 410, TOPAS) consistently injected the A2 dust into the chamber. For each test, 90 mg of A2 dust was introduced. Quantitative measurement of airborne particles was taken using a particle counter (11-A, GRIMM) that can measure particle sizes ranging from 0.25 μm to 32 μm in diameter. FEs were categorized into three sizes based on PM diameters: PM1.0 (0.3–1 μm), PM2.5 (1–2.5 μm) and PM10 (2.5–10 μm).
Moreover, the pressure drop (ΔP) across the filtration system was monitored using a pressure gauge (PTA202D, SCS). The threshold for the pressure gauge in our system was approximately 2,500 Pa because of fan operation limit. The system was programmed to automatically modulate the face velocity by adjusting the airflow rate in response to observed elevations in ΔP, monitored using a flow meter (CP213, KIMO). The working area of FE test was selected as 100 cm2. The electrostatic charge present on the filter media was neutralized before the measurements. To evaluate the filtering performance, the quality factor (QF) was calculated by combining FE and ΔP as follows: \({\rm{QF}}=-\frac{{\rm{ln}}(1-{\rm{FE}})}{\Delta P}\) (Supplementary Fig. 7). The weight of captured PM on filters was measured to intuitively compare the filtering performance by comparing the weight before and after filtration (Supplementary Fig. 22).
Various conventional filters, including pre-filters, medium filters and HEPA filters made of non-woven polyester, polypropylene and polyvinylidene fluoride (PVDF) were used as test filter media. Media of various materials with different pore structures, such as melamine foam, nickel foam, and woven fabrics made of cotton and hemp, were also applied. Pore structure of each filter media was measured using SEM (Supplementary Fig. 6). Air permeability of the filter media was measured using an air permeability meter (ADE-580A, AND), in accordance with ASTM D737, involving a pressure of 125 Pa over an area of 38 cm2.
Effect of oil viscosity
To provide optimal viscosity of silicone oil layer for filtration, the effect of oil viscosity on the particle adhesion and the FE was investigated. Initially, we tested the adhesion force with varied viscosities of silicone oil: 100 cSt, 1,000 cSt, 5,000 cSt and 10,000 cSt (Extended Data Fig. 4a). Film thickness was fixed as 200 nm and approximately 15 μm silica bead was selected as reference probe. The probe approached the oil-coated glass substrates and moved until it touched for 500 nN of load. Then, the probe retracted from the substrate. The working speed of the cantilever was fixed at 2 μm s−1. Furthermore, we tested the effect of oil viscosity on filtering performance at 2 m s−1 of face velocity (Supplementary Fig. 16). A polyester and polypropylene filter were used, and approximately 10 g m−2 of silicone oil was applied to synchronize other conditions. A detailed discussion of the effect of oil viscosity on filtering performance is provided in Supplementary Information section 4.
PM resuspension
To visualize the PM resuspension, a high-speed camera (FASTCAM SA6, Photron) operating at 1,000 frames per second was used (Fig. 3e,g). Nitrogen gas was blown by an air gun from the opposite direction to the A2 dust-capturing polypropylene non-woven filter. A piece of paper was positioned in front of the filter media as an indicator to confirm the blown gas through the filter. PM adhesion properties of filters during resuspension test were observed through SEM (Supplementary Fig. 20). Quantitative analysis of PM detachment was tested by placing the particle counter in front of PM-filtered filters during resuspension (Supplementary Fig. 21). Furthermore, PM resuspension in wide perspective was measured using digital camera (EOS D80, Canon) under blue light (Supplementary Fig. 23). Nitrogen gas was also blown by air gun from the opposite direction to the A2 dust captured polyester non-woven filter.
Multidirectional filtration
Multidirectional filtration characteristics were tested under (1) bidirectional filtration, (2) random airflow and (3) natural winds. Initially, to quantitatively analyse multidirectional filtration, we measured the weight of filtered PMs after a filtration test at a face velocity of 2 m s−1. Then, we performed another filtration test in the opposite direction by flipping the filter in the chamber and measured the weight of filtered PMs. Furthermore, we demonstrated filtration under random airflow (Supplementary Fig. 24). We prepared a sculpture made of the PRO filter in a closed chamber and filled the space with A2 dust using a particle generator. Random airflow was generated by fans on four sides in the chamber. After the filtration under random airflow, the filtered PM on the PRO sculpture was imaged using SEM. Moreover, multidirectional filtration was tested under natural winds. We integrated filter holders in the outdoor smoking area and installed PRO filters without an external fan. After the filtration for 38 months, we captured photos and SEM images of both bare and PRO filters.
Characterization of particle packing behaviour by silicone oil
Polyester fibre with a diameter of 75 μm was used to observe the particle packing behaviour on the thin silicone oil layer. A single stretched fibre was installed in the filter testing chamber, then PM was deposited on the fibre. After the deposition, silicone oil with a viscosity of 100 cSt was dropped at the edge of the fibre. Then, the particle packing behaviour was observed using an optical microscope (S39B, Microscopes). The effective thickness (teff) of PM was measured using ImageJ by taking the fibre diameter from the average thickness of the dust deposited polyester fibre.
Furthermore, the changes in pore size in the filter were measured using stainless steel metal mesh. Images before and after filtration of the metal mesh were captured using an optical microscope. The projected pore area was measured through ImageJ using the size analyser feature, then six pores were averaged.
Energy consumption of the ventilation system
Calculation of electricity consumption from the ΔP–deposition time curve was done using the equation in the ventilation standard: SPS-KACA-0026-7175:2017 (Supplementary Fig. 25). Energy consumption of ventilation is expressed as \(W=\frac{{Q}_{{\rm{v}}}\Delta \bar{P}t}{\mathrm{1,000}\eta }\), where Qv is the airflow of ventilation, η is fan efficiency and t is the operation time. An airflow rate of 0.9 m3 s−1 and a fan efficiency of 0.5 were used following the ventilation standard. The operation time was selected as 27 min based on the moment at which the ΔP across the bare pre-filter and HEPA filter (orange line) doubled its initial value.
Data availability
The data supporting the findings of this study are available in the paper and the Supplementary Information. Source data are provided with this paper.
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Extended data figures and tables
Extended Data Fig. 1 Fabrication method of the PRO filter and elemental characterization.
a, Schematics of fabrication procedure of the PRO filter. The box at the bottom explaining a schematic outline of the grafting process of PDMS brush. The PDMS brush grafting process consists of following sequential steps: silanolysis, hydrolysis, and growth of the PDMS brush. b, Photos depicting fabrication method using spray gun (top) and its mass production (bottom). c, XPS spectra indicating Si 2p element on the surface of bare (black line) and PDMS grafted (red line) polyester filter fiber. d, EDS analysis images representing Si of polyester filter. Left and right are bare and PRO filters, respectively.
Source Data
Extended Data Fig. 2 Filtration performances with varied amounts of silicone oil.
a,b, SEM images of polyester (a) and PP non-woven filters (b). c,d, Filtration performances of polyester (c) and PP filters (d) by coating amounts of silicone oil. Red and black lines representing ΔP and FEs of filter with 3 different size distributions, respectively. Orange boxes indicating optimum ranges of the amounts of silicone oil, achieving maximum FEs with negligible ΔP changes. Even though the ΔP of polyester filter was not elevated, we applied silicone oil of less than 35 g m–2 to avoid serious Plateau-Rayleigh instability at the fibers, as shown in Supplementary Fig. S3.
Source Data
Extended Data Fig. 3 Principles of colloidal probe-based force measurement.
a,b, Schematic illustration of colloidal probe technique interacting with oil-coated substrate (a) and its force-distance curve (b). Numbers in the curve corresponding to each step are shown on the right images.
Extended Data Fig. 4 Adhesion force of particle on varied thicknesses and viscosities of liquid layer.
a, Adhesion forces with varied viscosities of silicone oil: 100, 1000, 5000, 10000 cSt. Errors show s.d.; n = 3. b, Schematic describing hydrodynamic resistance during particle retraction. Inset equation indicates hydrodynamic resistance induced by liquid film. c, Schematic to elucidate different size and shape of meniscus on various thickness of liquid film. d,e, Adhesion force (d) and work of adhesion (e) of bare (orange bar) and PRO (green bars) glass with varied liquid thickness, interacting with a 15 μm silica bead in diameter. Errors show s.d.; n = 3.
Source Data
Extended Data Fig. 5 Particle resuspension critical velocity analysis.
a, Schematic representing forces exerted on particles adhering to filter fiber. Position of particle on filter fiber was postulated that it was repositioned along the rounded surface of fiber by drag forces, as depicted. b, Reynolds numbers corresponding to PM1.0µm, PM2.5µm, and PM10µm plotting as a function of face velocity, with a demarcation at a Reynolds number of 1 to separate Stokes’ region from transition region. c,d, The theoretical computations for critical detachment velocities V(cr) for bare (c) and PRO (d) filters as functions of particle size and face velocity. Points of intersection between media velocity V(m) and critical detachment velocity V(cr) are highlighted in red dots, indicating the onset of particle detachment. Detailed numerical calculation corroborated in Supplementary Information Section 5.
Source Data
Extended Data Fig. 6 Projection pore area analysis during filtration.
a,b, SEM images of the bare (a) and PRO (b) stainless steel metal mesh during filtration. Yellow boxes of each image represent the pores of metal meshes. c, Projected pore areas of metal mesh before (I and III) and after (II and IV) filtration. The weights of filtered PMs were similar, which was 212 mg on bare and 216 mg on PRO metal mesh over unit area of 100 cm2. Error bars show s.d.; n = 6.
Source Data
Extended Data Fig. 7 Reusability test.
a, Schematics of washing and PRO layer regeneration cycle. Photos indicate polypropylene (PP) pre-filter after filtration (left) and after washing with detergent water (middle). b-d, Filtration efficiencies of PP pre-filter with PM1.0 (b), PM2.5 (c), and PM10 (d) represented as a function of washing/re-coating cycles. Inset SEM image of PM1.0 exhibits the structure of PP pre-filters. e-g, Filtration efficiencies of PP HEPA filter with PM1.0 (e), PM2.5 (f), and PM10 (g) represented as a function of washing cycles. Inset SEM image of PM1.0 exhibits the structure of PP HEPA filter. Errors show s.d.; n = 3.
Source Data
Extended Data Fig. 8 Field filtration test.
a, Photo of exterior of HVAC system. b, Photo of PRO (green) and bare (orange) filters simultaneously installed in the HVAC system. c,d, SEM images of bare (c) and PRO (d) filters after 4 months operation. Insets are real photos of the filters (dimension of 594 mm × 594 mm). e-g, Total weight of filtered PM of bare (orange bar) and PRO (green bar) filters operated in indoor stadium (e), office building (f), and exhibition center (g). Errors show s.d.; n = 5 for indoor stadium and 3 for office building and exhibition center.
Source Data
Extended Data Table 1 Filtering performances
Supplementary information
Supplementary Information
This file contains Supplementary Figs. 1–25, Supplementary Table 1, Supplementary sections 1–7 and Supplementary References.
Supplementary Video 1
Pine pollen filtration.
Supplementary Video 2
Particulate matter resuspension.
Supplementary Video 3
Particulate matter packing effect.
Source data
Source Data Fig. 2
Source Data Fig. 3
Source Data Fig. 4
Source Data Extended Data Fig. 1
Source Data Extended Data Fig. 2
Source Data Extended Data Fig. 4
Source Data Extended Data Fig. 5
Source Data Extended Data Fig. 6
Source Data Extended Data Fig. 7
Source Data Extended Data Fig. 8
Rights and permissions
Open Access This article is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License, which permits any non-commercial use, sharing, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if you modified the licensed material. You do not have permission under this licence to share adapted material derived from this article or parts of it. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by-nc-nd/4.0/.
Reprints and permissions
About this article
Cite this article
Park, J., Moon, C.S., Lee, J.M. et al. Bioinspired capillary force-driven super-adhesive filter. Nature
643, 388–394 (2025). https://doi.org/10.1038/s41586-025-09156-y
 
	Received: 04 March 2024

	Accepted: 14 May 2025

	Published: 18 June 2025

	Issue Date: 10 July 2025

	DOI: https://doi.org/10.1038/s41586-025-09156-y


Share this article
Anyone you share the following link with will be able to read this content:
Sorry, a shareable link is not currently available for this article.
 Provided by the Springer Nature SharedIt content-sharing initiative 


Ultrathin, ultralight dual-scale fibrous networks with high-infrared transmittance for high-performance, comfortable and sustainable PM0.3 filter 

 Article Open access 21 February 2024 


Continuous air purification by aqueous interface filtration and absorption 

 Article 26 September 2022 


Capillary wave tweezer 

 Article Open access 30 May 2024 

Highly efficient air filter inspired by mucus-covered nasal hair

 Nature Research Briefing 09 Jul 2025 





Article

Open access

Published: 09 July 2025

Nanoplastic concentrations across the North Atlantic
Sophie ten Hietbrink, 
Dušan Materić, 
Rupert Holzinger, 
Sjoerd Groeskamp & 
…
Helge Niemann 

Nature
volume 643, pages 412–416 (2025) 
Abstract
Plastic pollution of the marine realm is widespread, with most scientific attention given to macroplastics and microplastics1,2. By contrast, ocean nanoplastics (<1 μm) remain largely unquantified, leaving gaps in our understanding of the mass budget of this plastic size class3,4,5. Here we measure nanoplastic concentrations on an ocean-basin scale along a transect crossing the North Atlantic from the subtropical gyre to the northern European shelf. We find approximately 1.5–32.0 mg m−3 of polyethylene terephthalate (PET), polystyrene (PS) and polyvinyl chloride (PVC) nanoplastics throughout the entire water column. On average, we observe a 1.4-fold higher concentration of nanoplastics in the mixed layer when compared with intermediate water depth, with highest mixed-layer nanoplastic concentrations near the European continent. Nanoplastic concentrations at intermediate water depth are 1.8-fold higher in the subtropical gyre compared with the open North Atlantic outside the gyre. The lowest nanoplastic concentrations, with about 5.5 mg m−3 on average and predominantly composed of PET, are present in bottom waters. For the mixed layer of the temperate to subtropical North Atlantic, we estimate that the mass of nanoplastic may amount to 27 million tonnes (Mt). This is in the same range or exceeding previous budget estimates of macroplastics/microplastics for the entire Atlantic6,7 or the global ocean1,8. Our findings suggest that nanoplastics comprise the dominant fraction of marine plastic pollution.
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Concerns about plastic in the environment had already been raised in the 1960s (ref. 9). By now, it has become one of the largest contemporary environmental hazards10, with plastic accumulating in every known natural habitat11,12,13,14. A substantial fraction of the global annual plastic production ends up in the ocean15, for example, through riverine transport16,17, atmospheric deposition18 and direct coastal or ship-based littering19. The further fate of plastic debris in the ocean depends on several factors, including the density of the plastic items and their transport at the ocean surface3. Accumulation hotspots of floating plastics include bays and convergence zones, such as the subtropical ocean gyres1,8, and a considerable fraction of marine plastic litter is redeposited along shorelines1,19,20. Plastic may also degrade: wave action exerts shear stress, solar ultraviolet radiation induces photooxidation and microbes can further weaken the structural integrity of the polymer so that macroplastic items (size: >5 mm) fragment into microplastics (size: 1 µm to 5 mm) and nanoplastics (size: <1 µm)3,21,22,23. In particular, photodegradation has been discussed as a key process in the breakdown of floating plastic litter at the sea surface it probably provides a constant source of nanoplastic particles to the ocean3,23,24, with potentially negative effects on marine life10,25,26. In contrast to macroplastics and microplastics, the dispersion of nanoplastics is not governed by buoyancy properties. With decreasing particle size, dispersion is more dominantly controlled by the collision of nanoplastics with water molecules and Brownian motion27.
Polythene (PE), PS, PVC and PET particles are indeed found as nanoplastics in the ocean4,5,28, but the distribution and concentrations of nanoplastics, both geographically and over depth, are virtually unknown. This knowledge gap exists because it is challenging to sample and analyse nanoplastics at environmentally relevant concentrations29,30. Hence, nanoplastics are not included in any ocean plastic budget estimates1,6,8. This hinders our comprehensive understanding of the potential environmental impact and health hazards of marine plastic pollution. A skewed ocean plastic size distribution towards smaller particle diameters31,32, however, suggests that nanoplastics could be a globally important contaminant6.
During a research cruise with RV Pelagia in 2020, we sampled the water column from the sea surface to the bottom across the North Atlantic Ocean from the subtropical gyre to the northern European shelf (Fig. 1) and measured nanoplastics with thermal-desorption proton-transfer-reaction mass spectrometry (TD-PTR-MS). This method allows identification of the polymer backbone as well as quantification of nanoplastic particles in seawater using fingerprinting algorithms4,33.
Fig. 1: Map of the 12 hydrocast stations along a transect crossing the North Atlantic from the subtropical gyre to the northern European shelf.

Stations 1–5 are located in the NASG (‘gyre’), stations 6–9 are in the open ocean (that is, water depth ≥ 200 m; ‘outside gyre’) between the shelf and the NASG and stations 10–12 are on the European shelf (water depth below 200 m; ‘coastal’). The extent of the NASG (Extended Data Figs. 5 and 6) is highlighted in orange and the remaining part of the open subtropical to temperate North Atlantic (8° N to 55° N) is highlighted in blue. Bathymetry data were compiled from the freely available databases of GEBCO (https://www.gebco.net/) and EMODnet (https://emodnet.ec.europa.eu/en) and the map was created with the Global Mapper software package.
Ubiquitous presence of nanoplastics
Samples for nanoplastic analysis were recovered from 12 hydrocast stations, of which stations 1–5 were located in the North Atlantic subtropical gyre (NASG; ‘gyre’), stations 6–9 were in the open ocean but outside the gyre (‘outside gyre’) and stations 10–12 were on the European shelf (‘coastal’) (Fig. 1).
The mixed layer of the ocean was sampled at 10 m water depth (see Extended Data Fig. 5c for mixed-layer depth ranges of the stations). Nanoplastics in this layer comprise PVC, PET and PS in the mg m−3 range at all 12 hydrocast stations (Fig. 2a), amounting to a total nanoplastic concentration (PVC + PET + PS) of about 18.1 ± 2.1 mg m−3 (average ± standard error). In one sample (station 8; mixed layer), polypropylene (PP) and polypropylene carbonate (PPC) were also detected (24.27 and 21.25 mg m−3, respectively; data not shown). Because this sample was anomalous compared with all of the other results, we cannot rule out the possibility that the PP and PPC are a result of contamination and, hence, we excluded these results from successive analyses. We found that total nanoplastic concentrations were ≳1.5-fold higher at the ‘coastal’ stations (25.0 ± 4.2 mg m−3) when compared with the open-ocean regions (Fig. 2d). Differences in nanoplastic concentrations were mainly caused by ≳1.7-fold higher PS and ≳1.7-fold higher PET concentrations when comparing the ‘coastal’ with the open-ocean stations (Extended Data Fig. 1). PVC concentrations were, on the other hand, only slightly higher (≲1.3-fold). The ‘gyre’ stations showed a lower average concentration of total nanoplastics (15.1 ± 3.3 mg m−3) when compared with the ‘outside gyre’ stations (16.7 ± 3.5 mg m−3), but this was not significant (Fig. 2d). No notable differences were found for single polymers when comparing ‘gyre’ and ‘outside gyre’ stations.
Fig. 2: Horizontal and vertical distribution of nanoplastics in the water column of the North Atlantic.

a–c, Average nanoplastic concentrations of PVC, PET and PS at 12 stations along a transect from the NASG (‘Gyre’; stations 1–5), the open ocean between the shelf and the gyre (‘Outside gyre’; stations 6–9) and at the shelf break or on the European shelf (‘Coastal’; stations 10–12). Nanoplastic concentrations were measured at three water depths from the mixed layer (10 m below sea level, mbsl) (a), intermediate layer (1,000 mbsl; only offshore stations 1–9) (b) and bottom layer (30 m above the seafloor at the offshore stations 1–9 and 5–10 m above the seafloor at coastal stations 10–12) (c). The error bars represent the s.d. of the measurements taken at each station. d–f, Total (PS + PET + PVC) nanoplastic concentrations for the three groups ‘Gyre’, ‘Outside gyre’ and ‘Coastal’ in the mixed layer (d), intermediate layer (e) and bottom layer (f) shown as box plots. g,h, For the open ocean (stations 1–9), average concentrations over depth are shown for individual (g) or total (h) nanoplastic concentrations. In g, the error bars represent the s.d. of the nanoplastic concentrations in each depth category. All box plots indicate the ±25 percentiles of the median, with the whiskers extending to the data points that fall within the 1.5 interquartiles. Data points that fall outside this range are indicated by a diamond. The mean value is indicated with the white dot. Differences between groups were analysed using a one-way ANOVA test and a t-test for means comparison. Significance levels with P < 0.01 (**), 0.01 < P < 0.05 (*) and P > 0.05 (■) are indicated. i, Overview of the average nanoplastic concentrations and standard error (in mg m−3) in the ‘Gyre’, ‘Outside gyre’ and ‘Coastal’ regions. Putative origins of nanoplastics and transport processes are highlighted.
Source data
Similar to the mixed layer, we found PVC, PET and PS nanoplastics in the intermediate layer at 1,000 m water depth (stations 1–9; Fig. 2b) amounting to an average nanoplastic concentration of 10.9 ± 1.6 mg m−3. The water depth at all ‘coastal’ stations was <1,000 m, restricting comparison of the intermediate water layer to the ‘gyre’ and ‘outside gyre’ stations. The intermediate depth at the ‘gyre’ stations showed a 1.8-fold higher average concentration of total nanoplastics (13.5 ± 2.0 mg m−3) compared with the ‘outside gyre’ stations (7.5 ± 2.2 mg m−3; Fig. 2e). Unlike the ubiquitous presence of all polymer types in the mixed layer, we could not observe PS, PVC and PET across stations consistently. PET nanoplastic concentrations were 2.5-fold higher in the ‘gyre’ compared with the ‘outside gyre’ stations. PVC and PS concentrations in the ‘gyre’ and ‘outside gyre’ stations were similar (Extended Data Fig. 1).
Ocean-bottom waters (sampled 30 m above the seafloor) contained considerable amounts of PET, whereas PVC and PS were, with the exception of one station, below detection limit (Fig. 2c). The average total nanoplastic bottom-water concentration was 5.5 ± 0.6 mg m−3 along the transect from stations 1 to 9. Because of the shallow water depth at stations 10–12, bottom waters at these stations were sampled at approximately 5–10 m above the seafloor (and not 30 m above seafloor) and thus excluded from statistical comparison. The highest total nanoplastic concentration was observed at station 8, exclusively consisting of PET (Fig. 2c). No significant differences in total nanoplastic concentrations were found when comparing bottom waters from the ‘gyre’ and ‘outside gyre’ stations (Fig. 2f).
We assessed the vertical distribution of nanoplastics in the North Atlantic water column by averaging total nanoplastic concentrations along the open-ocean section of the transect (stations 1–9) for every depth interval (Fig. 2g). Average total nanoplastic concentrations decreased 1.4-fold, from mixed-layer to intermediate waters, and foremost by 2.0-fold from intermediate to bottom waters (Fig. 2h). The decrease in PVC and PS, 2.6-fold and 2.0-fold, respectively, from mixed-layer to intermediate waters and 12.1-fold and 13.3-fold from intermediate to bottom waters seemed comparably steady (Extended Data Fig. 1). PET concentrations, on the other hand, remained relatively high throughout the water column.
Controls on nanoplastic distribution
The hotspot concentrations in the mixed layer close to the European continent (Fig. 2d) and, to a lesser extent, in intermediate waters in the NASG (Fig. 2e) indicate two sources of nanoplastics. At the shelf, nanoplastics may enter the ocean through the same routes as macroplastics and microplastics, that is, by means of rivers and surface water runoff4,16,17,34 (Fig. 2i). Also, nanoplastic from land can become airborne and transported as nanoplastic aerosols, eventually entering the ocean through wet and dry deposition35,36. Shelf mixed-layer waters with comparably high nanoplastic concentrations4 are then entrained with less polluted offshore waters (Fig. 2d), which explains our finding of decreased nanoplastic concentrations further away from the coast. Although atmospheric deposition of microplastics and nanoplastics to the surface ocean is not constrained in our study, it seems likely that this decreases offshore just as for other land-based aerosol sources37. However, floating macroplastics and microplastics generally accumulate in the subtropical gyres1,7,8,38 and probably release secondary nanoplastics, originating from continuing fragmentation of the floating plastic through shear stress (waves) and photodegradation (solar ultraviolet light)23,24,39,40. The moderate difference in nanoplastic concentrations between ‘gyre’ and ‘outside gyre’ stations (Fig. 2d) thus indicates that nanoplastic concentrations in the mixed layer might be horizontally homogenized as a result of shear dispersion and wind-induced turbulent mixing41,42. Also, nanoplastics might be redistributed through air–sea interactions. Particles <1 µm can be released to the atmosphere by means of bubble burst ejection and aerolization of spray36,43, after which they can be transported over long distances of hundreds of kilometres in the atmosphere before being redeposited into the ocean44.
Vertical distribution of nanoplastics
Compared with the mixed layer, a different nanoplastic distribution pattern emerges at 1,000 m water depth, with a more distinct maximum in nanoplastic concentrations at ‘gyre’ stations (Fig. 2d,e). Here, differences in nanoplastic concentrations reflect relative differences in floating and submerged macroplastic and microplastic concentrations1,6,7,8. This suggests a decoupling of processes determining the horizontal distribution of nanoplastics in the mixed layer versus deeper-water layers. Indeed, stratification separates these water layers (Extended Data Fig. 2) and thus strongly reduces solute exchange between the two water masses. However, sinking particles and aggregates (for example, marine snow) can cross the pycnocline45. Hence, as well as varying circulation patterns and stratification, differences in productivity across ocean provinces may also influence the distribution of nanoplastics. However, the 1-µm filtration threshold excludes marine snow, preventing us from accounting for most aggregated nanoplastics. PVC, PS and, most importantly, PET were found to largely contribute to the submerged macroplastics and microplastics pool just below the mixed layer (approximately 100–300 m water depth) at both ‘gyre’ and ‘outside gyre’ regions of the North Atlantic7. Moreover, the presence of PET nanoplastic at water depths of >300 m was recently demonstrated5. Sinking of macroplastics and microplastics and continuing fragmentation of the submerged and sinking particles are hence a seemingly important factor in determining nanoplastic concentration and distribution in the intermediate water layer. An abundance of plastic particles, more dominantly composed of polyesters, was found on and in deep-sea sediments46,47. Nanoplastic production from sinking microparticles and macroparticles is hence the least parsimonious explanation for the presence of nanoplastics in bottom waters, as well as sinking of nanoplastic aggregates. At these depths below the epipelagic zone, continuing photooxidation will have diminished, although continuing fragmentation can be a result of antecedent photodegradation48. Other possible mechanisms contributing to nanoplastic production could be mechanical stress49, although to a lesser extent than for the mixed layer, and biodegradation, including microbial degradation of macroplastics and microplastics48,50, as well ingestion or digestion of microplastics by macrofauna51,52. Accumulation of nanoplastics in a nepheloid layer—which, in some areas in the North Atlantic, can extend up to 800 m above the seabed53—as well as resuspension of sediments and the remobilization of potentially deposited nanoplastics may further contribute to elevated nanoplastic concentrations in bottom waters. Plastic mass production began in the 1950s, but the age of subtropical Atlantic bottom waters is >400 years (ref. 54). Deep-water-mass formation and thermohaline convection thus seem unlikely to account for the presence of nanoplastics in bottom waters.
A mixed-layer nanoplastic mass budget
In the mixed layer within the ‘gyre’ (stations 1–5), we measured average nanoplastic concentrations of 15.1 mg m−3 (6.67 ± 1.12 mg m−3 PET, 4.06 ± 1.44 mg m−3 PS, 4.32 ± 1.27 mg m−3 PVC). These data contrast with previous reports of directly measured macroplastic and microplastic concentrations. At the same stations as measured here, the mass of macroplastic and microplastic (>500 μm; consisting primarily of PE and PP) was found to amount to about 0.11 mg m−3 at the sea surface and to <0.02 mg m−3 (consisting primarily of PET) at depth >5 m in the mixed layer7. Higher microplastic (32–651 µm) mass concentrations of about 1.25 mg m−3 (consisting primarily of PP and PE) at the sea surface and 0.62 mg m−3 (consisting primarily of PE, PP and PS) at depth >10 m were found at two other stations in the mixed layer of the NASG6. Also, recently modelled concentrations of up to 3.4 mg m−3 of buoyant macroplastics and microplastics (0.1–1,600.0 mm, primarily PE, PP and PS) at the sea surface of the NASG1 are lower than our measured nanoplastic concentrations.
To estimate a mixed-layer nanoplastic mass budget, we considered an average climatological mixed-layer depth for November (indicated by the contours in Extended Data Fig. 5c) and the region of the temperate to subtropical North Atlantic. This is bounded by the subpolar gyre north of 55° N and by the southern extent of the NASG at 8.5° N (Extended Data Figs. 5 and 6). The volume of the climatological mixed layer was 10.1 × 1014 m3 for the NASG and 7.01 × 1014 m3 for the remaining temperate to subtropical North Atlantic (Extended Data Fig. 5c). As bulk plastic concentration measurements are inherently prone to methodological bias6,16, the following provides a polymer-specific budget assessment. With respect to our measurements in the mixed layer in the ‘gyre’ (stations 1–5), the total nanoplastic mass amounts to 15.20 Mt (6.74 ± 1.13 Mt PET, 4.10 ± 1.46 Mt PS, 4.37 ± 1.28 Mt PVC). For the mixed layer in the ‘outside gyre’ region (stations 6–9), our extrapolation yielded a total nanoplastic mass of 11.73 Mt (5.21 ± 0.84 Mt PET, 2.42 ± 1.09 Mt PS, 4.10 ± 0.96 Mt PVC). This is substantially higher than the recently modelled macroplastic and microplastic mass of buoyant plastic in the mixed layer, amounting to 0.31 Mt for the ‘gyre’ and to 0.05 Mt for the remaining temperate to subtropical North Atlantic1.
Owing to the ability of nanoplastic to traverse biological barriers55, translocate56, bioaccumulate25 and interact chemically at rapid rates57, nanoplastics may represent the most problematic plastic size fraction for ocean life. Notably, most studies assessing the impacts and toxicity of nanoplastics use baseline nanoplastic concentrations that are unsupported by robust environmental measurements. Although mechanisms that contribute to the creation of secondary nanoplastics from parent ocean macroplastics and microplastics have been shown23,24,39,40, only three studies were able to detect these compounds in the ocean water column4,5,28. This study provides, to our knowledge, the first quantitative evidence of the ubiquitous presence of PET, PVC and PS nanoplastics from the mixed-layer to deep-sea bottom waters across the temperate to subtropical North Atlantic. Spatially extrapolated, our measurements strongly suggest that nanoplastics are the largest fraction of the marine plastic mass budget. This implies that the total mass of plastic in the ocean is higher than previously thought, because nanoplastics were not accounted for in marine plastic budget assessments1,6,8. Our finding underscores the need to determine the origin, formation and transport of nanoplastics, as well as their further fate in the ocean.
Methods
Sampling
The samples were collected aboard RV Pelagia during cruise 64PE480 in November 2020. Samples were taken at nine stations along a transect through the temperate to subtropical North Atlantic and at three stations positioned on the European continental shelf (Fig. 1). To enable cross-comparison between different stations, three depths (10 m and 1,000 m water depths and 30 m above the seafloor) were sampled at every deep-ocean station (stations 1–9). Consequently, the actual depth below the sea surface of the deepest sampling point varied as a function of the local water depth. A conductivity, temperature and depth (CTD) sensor phalanx with a rosette sampler comprising an array of 24 polytetrafluoroethylene (PTFE)-lined, PVC Niskin bottles with a volume of 12 l was used for profiling water properties and recovering discrete water samples. During the hydrocast, the Niskin bottles were kept open so that they were flushed with local water during descent and ascent until closure at the desired water depth. Once the CTD sensor was placed on deck, the bottle faucet and tubing used for tapping seawater were thoroughly flushed with sample water before sampling. Then, 2-l glass bottles (Fisherbrand, FB8002000) with PTFE stoppers were rinsed three times with water from the clean deionized water system of the ship and subsequently pre-rinsed (three times) with sample water from the Niskin bottle. Finally, a 2-l aliquot was tapped from the Niskin bottle into the glass bottle and immediately sealed with the stopper. The samples were stored in a dark and cool environment until further analysis in our home laboratories. To safeguard against contamination concerns, we performed a series of field blanks (see the ‘Quality assurance and control’ section).
TD-PTR-MS analysis
The water samples were processed in the PTR-MS lab at the Institute for Marine and Atmospheric Research Utrecht. During the time of analysis, the lab was thoroughly cleaned and dedusted on a weekly basis. Typically, only one person was present in the lab during analysis to minimize potential contamination. Blanks were included with every sample batch to account for the risk of airborne contamination. For future work, processing samples in a cleanroom should be considered, although the effectiveness of clean labs in eliminating plastic contamination at the nanoscale is at present uncertain. The 2-l samples were homogenized by shaking the bottle before subsampling. Immediately afterwards, an aliquot of 10 ml was taken from the 2-l glass bottle and stored in a pre-combusted glass chromatography vial (VWR). To separate nanoplastics from microplastics, the 10-ml aliquot was filtered through a 1.0-µm PTFE syringe filter. For further analysis, subsamples were prepared in triplicate, for which 1.5 ml of sample was pipetted into a new pre-combusted glass chromatography vial. The water matrix was removed using an evaporation/sublimation system58. The dried samples were introduced to the PTR-MS unit through a thermal desorption system, using a heating protocol defined as follows: starting temperature of 50 °C, followed by a quick increase at 1 °C s−1 to 100 °C, then a temperature increase to 200 °C at a rate of 0.19 °C s−1 and, finally, the temperature was increased to 360 °C at a rate of 0.44 °C s−1. The final dwell time was 1 min at 360 °C. The thermally desorbed compounds were carried by a constant stream of zero air at 50 SCCM to the PTR-ToF-MS instrument (PTR-TOF 8000, Ionicon Analytik). The inlet temperature was set to 180 °C and the drift tube operation parameters were set to 2.90 mbar, 477 V and 120 °C, resulting in an E/N of approximately 120 Td.
Nanoplastic quantification
The software PTRwid was used to extract the mass spectra59. For data reduction, the mass spectra were averaged over a time period of 5 min once the thermal desorption unit reached a temperature of 200 °C, that is, we only considered the time window from 200 °C to 360 °C, during which most of the plastic thermally desorbs. Hence, much of the organic matter matrix was excluded from analysis, as many monomers and most volatile compounds typically desorb at temperatures below 200 °C (refs. 4,33,58). Data integration for oven temperatures from 200 °C to 360 °C not only excludes volatile compounds but also avoids pyrolysis and extensive thermolysis of the sample matrix. Consequently, our method measures collectively free nanoplastics and nanoplastics that are loosely associated to organic matter or that are aggregated, provided that the aggregates pass filter pores (≤1 µm) during prefiltration. To account for background contamination, the mass-specific average of the lab blanks from the corresponding sample batch was subtracted from the averaged nanoplastic masses in the samples. After subtraction, a 3σ limit of detection filter was applied, for which the mass-specific signal was set to zero when it did not exceed three times the standard deviation of the lab blanks. The lab blanks consisting of HPLC water (VWR, filtered with 0.2-μm filter, CAS number 7732-18-5) were subjected to similar preparation and analysis as performed for the normal samples. In this manner, we corrected for background noise and possible procedural contamination in the samples. The pre-processed data were subsequently used for nanoplastic fingerprinting against chemically unaltered plastics (the library mass spectra) as described in detail in previous works4,33. The fingerprint algorithm compares the spectra against a library comprising the seven most prevalent polymers: PE, PET, PS, PP, PPC, PVC and tyre wear. A matching score of 2σ (z-score = 2, P < 0.02275, one-tail distribution) was considered a positive fingerprint. Algal organic matter may slightly increase false-positive PS detection (see the ‘Quality assurance and control’ section and Sargassum experiment in Extended Data Table 1). To minimize this risk of false-positive annotations, we only considered a z-score of 4 or higher as a positive fingerprint match for PS. Matching scores are indicated with * (z-score > 2), ** (z-score > 3) and *** (z-score > 4), for which a higher matching score indicates a better fit with the library mass spectra. We conducted a Monte Carlo analysis to assess the potential interference of organic matter with plastic fingerprinting. The analysis showed that plastic overestimation did not exceed 31% before the match fails (Extended Data Fig. 7). Ion counts were converted to mole fraction using:
$${\rm{M}}{\rm{o}}{\rm{l}}{\rm{e}}\,{\rm{f}}{\rm{r}}{\rm{a}}{\rm{c}}{\rm{t}}{\rm{i}}{\rm{o}}{\rm{n}}=\frac{1}{kt}\times \frac{[{{\rm{M}}{\rm{H}}}^{+}]}{[{{{\rm{H}}}_{3}{\rm{O}}}^{+}]}\times \frac{{\rm{t}}{\rm{r}}({{{\rm{m}}{\rm{H}}}_{3}{\rm{O}}}^{+})}{{\rm{t}}{\rm{r}}({{\rm{m}}{\rm{M}}{\rm{H}}}^{+})}$$
 (1) 
in which k is the reaction rate coefficient, t the residence time of the primary ions in the drift tube, [MH+] the protonated analyte and [H3O+] the proton donor, hydronium. tr(mH3O+) and tr(mMH+) represent the transmission functions of the hydronium and protonated analyte. The mole fractions were then converted to plastic concentrations (mg m−3) by correcting for the sample load and dilution factor. Duplicate measurements instead of triplicate are available for station 9 in the mixed layer, stations 5 and 8 at 1,000 m water depth and station 5 in the bottom-water layer owing to file-corruption issues. Presented nanoplastic concentrations are semiquantitative as not all of the plastic material is eventually converted into detectable ions. This is because of (1) thermal desorption not being perfectly efficient and (2) fractions of the analyte ending up as non-analysable ions. Hence, the reported concentrations represent the lower limit of nanoplastic concentrations. Spike-and-recovery experiments were carried out for PS. Homogenized suspensions of 100 or 200 ng of PS was loaded into a vial along with 1.5 ml of seawater sample. Fingerprinting these spiked samples consistently yielded positive matches for PS with z-scores of 4 or higher. By contrast, only 29.4% of the unspiked mixed-layer samples with PS showed z-scores of 4 or above. Spiking experiments were performed in triplicate to obtain a reliable recovery rate (Extended Data Table 2). The spiking experiment revealed a recovery/ionization efficiency rate of roughly 7% ± 2.2, which agrees with our previous works4,33,35. This entails that the actual PS concentrations in the samples might be 14 times higher. Because of the difficulties in loading precise amounts of plastic in the nanogram range, spike-and-recovery experiments have not yet been performed for PVC or PET. In a previous study, a linear correction factor of 5.28 ± 1.48 for PS and a nonlinear correction factor between 15.05 ± 0.9 for 59 ng PET load and 26.06 ± 6.8 for 177 ng PET load have been reported4. A cross-library correction was applied for PS and PVC concentrations, as these polymer mass spectra partially overlap, resulting in artificially higher PS concentrations when PVC is present and vice versa. These cross-library corrections were calculated on the basis of a 1:1 mixture of 1,000 ng PS and 1,000 ng PVC constructed from library mass spectra which were subsequently fingerprinted.
Moreover, high PS contents were found to lower the PVC matching score, potentially leading to false negatives in PVC detection. This probably affected the surface samples at station 12, at which high amounts of PS but low amounts of PVC were observed. Concentrations of PET were found to be unaffected by the presence of other polymers, owing to its very distinctive mass spectrum.
Quality assurance and control
Several field blanks were carried out to monitor potential plastic contamination during sampling. We performed field blanks in triplicate at the beginning, middle and end of the cruise, amounting to nine field blanks in total. The Niskin bottles were flushed twice using Milli-Q water and rinsed once more with HPLC water. Then, 2.5 l of HPLC water was poured into the Niskin bottles and left for 1 h in the Niskin bottle to simulate the time that is needed for the CTD sensor to reach the surface of the ocean after closing a Niskin bottle at depth. The Niskin bottle with HPLC water was then sampled in a similar manner as for the normal seawater samples. Field blanks were analysed in the same batches as normal samples. Although we found a low background signal of nanoplastics in the lab blanks (0.90 ± 1.45 mg m−3 averaged over all polymers and all lab blanks), the field blanks did not contain substantial further nanoplastic contamination (Extended Data Figs. 3 and 4); hence, we concluded that the low concentrations of background nanoplastics originated from the preparation and procedures in our laboratory and not from the sampling procedure. The average nanoplastic background concentration of 0.90 ± 1.45 mg m−3 is low compared with the transect averages of 18.1 ± 2.1 mg m−3 for the mixed layer, 10.9 ± 1.6 mg m−3 for 1,000 m depth and 5.5 ± 0.6 mg m−3 for the bottom layer.
To assess potential false positives from organic matter, we analysed Sargassum biomass samples as a proxy for complex organic material. Sargassum is abundant in the Sargasso Sea and disperses to other parts of the Atlantic, including the northeast60. Approximately 0.5 mm3 of Sargassum biomass—collected during our previous campaign and stored frozen—was dried in an oven at 50 °C for 2 h before TD-PTR-MS analysis. The Sargassum biomass samples (no digestion applied) showed no positive matches for PE, PP, PET, PVC, or tyre wear particles and only a negligible match for PS, characterized by a low final PS quantity and a low algorithm matching score (see Extended Data Table 1). To maintain a conservative approach, we considered this PS match as a potential false positive in our water samples and, accordingly, increased the PS matching threshold to eliminate such false positives across all samples.
The missing PE and PP nanoplastic paradox
We could not detect PE and PP nanoplastics in this study (Extended Data Fig. 8). The only other study investigating nanoplastics in surface waters of the NASG (using pyrolysis–gas chromatography–mass spectrometry)28 could also not find a clear PE signal matching the pyrolytic fingerprint of their PE standard. Neither PE nor PP nanoplastics were reported along Atlantic or Pacific coastlines5. This is surprising considering that PE and PP account for about half of the global plastic production61 and have been found as the most abundant floating polymer types in the ocean, including the NASG6,7,46. We cannot fully explain this at present as our method has proved suitable to measure PE and PP—provided the chemical composition remains unaltered—in freshwater, air and marine biota samples33,35,62,63, in which it was the dominant polymer. Consequently, possible explanations are the following: (1) the nanoplastics are chemically modified in seawater compared with unaltered polymers so that mass spectrometric fingerprinting cannot detect the modified PE/PP; (2) the concentration of PE and PP nanoplastics were below our detection limit; or (3) the chemical composition of PE or PP is masked by the organic background in ocean water. We cannot rule out any of these explanations. However, through a Monte Carlo analysis (Extended Data Fig. 7), we could indeed show that PE identification was most sensitive to the effect of randomly added organic matter. It also seems very likely that photodegradation not only leads to the production of secondary nanoplastics from parent macroplastics/microplastics3,24 but that the secondary PE and PP nanoplastics have also undergone some chemical alteration23,28 (for example, photooxidation introduces carbonyl groups3). This might result in a disparity with the diagnostic fingerprint and would explain why the ions typically associated with PE or PP were not detected.
Calculation of the mixed-layer volume
The dynamic height anomaly (DHA) contours of Ψ (m2 s−2) as defined in Section 3.27 of ref. 64 were used to define the NASG:
$$k\times {\nabla }_{P}\varPsi =fv-f{v}_{{\rm{ref}}}$$
 (2) 
Here k = (0, 0, 1), f is the Coriolis parameter (s−1), v is the geostrophic velocity (m s−1) with respect to some reference pressure Pref and vref is the reference velocity at Pref. The gradient of the DHA was taken at constant pressure as \({\nabla }_{P}\varPsi =\left(\frac{\partial \varPsi }{\partial x},\frac{\partial \varPsi }{\partial y},0\right)\). For this study we choose Pref = 1,000 dbar. This was combined with flow velocities derived from Argo floats at parking level65. Ψref was defined as the relative DHA, set relative to 1,000 dbar. Ψref was defined as the reference DHA, such that the sum
$$\varPsi ={\varPsi }_{{\rm{rel}}}+{\varPsi }_{{\rm{ref}}}$$
 (3) 
equals the DHA. Here Ψrel can be directly obtained from the thermal wind balance.
To calculate Ψrel, we used the annual mean World Ocean Atlas 2018 1° gridded climatology66 as input for in situ temperature and practical salinity. This was then converted into conservative temperature (CT) and absolute salinity (SA) using the Gibbs Seawater software toolbox67. Both CT and SA were used as input for the gsw_toolbox function ‘gsw_geo_strf_dyn_height’ to calculate Ψrel with respect to 1,000 m (Extended Data Fig. 5b). To obtain Ψref, we constructed an inverse estimate (Extended Data Fig. 6) equated as follows:
$${\varPsi }_{i+1,j}^{{\rm{ref}}}-{\varPsi }_{i,j}^{{\rm{ref}}}=\Delta x\,f{v}_{i+0.5,j}^{{\rm{ref}}}$$
 (4) 
$${\varPsi }_{i,j+1}^{{\rm{ref}}}-{\varPsi }_{i,j}^{{\rm{ref}}}=-\,\Delta y\,f{u}_{i,j+0.5}^{{\rm{ref}}}$$
 (5) 
Here i represent longitudes and j represents latitudes, both limited to the North Atlantic basin. Δx and Δy are the related distances and u and v are the eastward and northward velocities, respectively. Each Ψref can be included in up to four equations, which can be written as Ax = b. Here x are the unknown stream functions, b is the known right-hand side values of equations (4) and (5) and A is a matrix containing −1 or 1 that multiplies the unknown x (Ψ) values. This set of equations is solved using MATLAB least-squares minimization machinery given by x = A\b, giving the reference DHA Ψref (Extended Data Fig. 5a).
To define the NASG, we first considered that the gyre is mostly concentrated in the upper 400 m (Fig. 1 in ref. 68). On the basis of the World Ocean Atlas vertical grid sizes, we averaged over the upper 410 m. The resulting streamlines of the DHA (Extended Data Fig. 6) correspond well to model-based Lagrangian trajectories (Figs. 1d and 3 in ref. 68) and stream function (Fig. 1 in ref. 69). This supports that the observation-based DHA streamlines calculated here are an accurate indication of the flow field.
To further define the gyre, we selected the last streamline (8 m2 s−2) that loops from the northern part of the NASG to the southern part without crossing the coast (Extended Data Fig. 6). We used a lower bound latitude cut-off of 8.5° N, as this corresponds with the most western extent of the 8 m2 s−2 contour line. The northern bound of our study region was set at 55° N, as that separates the subpolar area from the temperate to subtropical region in which we sampled. The NASG is then bounded by the 8 m2 s−2 contour (black dots in Extended Data Fig. 5c), whereas the residual area bounded landwards by a 200-m isobath is defined as ‘outside gyre’ (red plusses in Extended Data Fig. 5c).
The climatological mixed-layer depth was calculated70 using World Ocean Atlas November mean data (Extended Data Fig. 5c). The station mixed-layer depths were calculated from the CTD sensor measurements from this study (Extended Data Fig. 5c). Although the CTD sensor occasionally measured deeper instantaneous mixed-layer depths than the climatological mean, they are within expectations. Therefore, we used the World Ocean Atlas climatological mixed-layer depth values as a first-order estimate to determine the mixed-layer volume both inside and outside the gyre. For the calculation of the macroplastic/microplastic mass inside and outside the NASG, we extracted the modelled concentration values from ref. 1 and overlaid these onto the World Ocean Atlas grid points. This allowed us to make a direct comparison with our nanoplastic data.
Sensitivity analysis of the fingerprinting algorithm
To evaluate the uncertainty in potential overestimation of our plastic identification approach (for example, owing to the presence of natural organic matter), we performed a Monte Carlo assessment71. We simulated the addition of organic matter to the mass spectra of our plastic library and assessed identification and quantification performance. We systematically added 50–350% (increment of 50%) of signal randomly spread over up to 5, 10 and 40 ions of our library used for the identification of nanoplastics. Each sequence of the run was done in 1,000 replicas.
Our Monte Carlo analysis showed that the identification of PET and PS was least affected by the simulated addition of organic matter. We could add 200% of the organic matter in relation to the polymer signal without compromising identification of these two plastics. PVC plastic identification was affected more strongly; addition of more than 100% progressively reduced the plastic identification of the fingerprinting algorithms. PE identification was mostly affected by organic matter presence, for which the recognition of the polymer was greatly affected already when about 50% organic matter was added.
On the other hand, the Monte Carlo analysis showed that the overestimation in all scenarios (different levels of organic matter impurity spread over different numbers of ions) for all plastic polymers did not exceed 31%. For PET, for example, increasing the organic matter background by 100%, 150%, 200% or 250% of the polymer signal, the overestimation was only about 20%, 27%, about 31% (peak) and about 10%, respectively (Extended Data Fig. 7). In other words, if a sample contains a high amount of natural organic matter, the plastic recognition (fingerprint match) is likely to fail before the nanoplastic amount is overestimated by >31%. Thus, we consider our results conservative, with a possible overestimation of roughly 30% owing to the organic matrix effects.
Data availability
All data (including all stages of data processing) can be downloaded from DAS permanent repository: https://doi.org/10.25850/nioz/7b.b.kj. This study used the YoMaHa’07 (ref. 57) dataset of velocities derived from Argo float trajectories provided by APDRC/IPRC. The observation-based velocity fields were downloaded from http://apdrc.soest.hawaii.edu/projects/yomaha/. The World Ocean Atlas annual mean data and monthly mean data can be found on the NOAA website (https://www.nodc.noaa.gov/OC5/woa18/). Source data are provided with this paper.
Code availability
The code used for the gyre mixed-layer volume can be found at https://doi.org/10.25850/nioz/7b.b.kj. The fingerprint codes are published and available at https://doi.org/10.24416/UU01-HKNCGC. The GSW toolbox is available at http://www.teos-10.org/software.htm.
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Extended data figures and tables
Extended Data Fig. 1 Box plots of nanoplastic polymer distribution in the water column of the North Atlantic.
Average nanoplastic concentrations of PVC, PET and PS for the groups (‘gyre’; stations 1–5), the open ocean between the shelf and the gyre (‘outside gyre’; stations 6–9) and at the shelf break or on the European shelf (‘coastal’; stations 10–12) (a–i) and for the mixed layer (10 mbsl), intermediate layer (1,000 mbsl) and bottom layer (30 m above the seafloor) for the offshore stations (stations 1–9) (j–l). The boxes indicate the ±25 percentiles of the median, with the whiskers extending to the data points that fall within the 1.5 interquartiles. Data points that fall outside this range are indicated by a diamond. The mean value is indicated with the white dot. Differences between groups were analysed using a one-way ANOVA test and a t-test for means comparison. Significance levels with P-values < 0.01 (**), 0.01 < P-value < 0.05 (*) and P-value > 0.05 (■) are indicated.
Source data
Extended Data Fig. 2 Surface-referenced potential density profiles of the upper 250 m at the offshore stations (stations 1–9).
Calculated mixed-layer depth for each offshore station is indicated with a black dot. Data were obtained with a CTD sensor.
Extended Data Fig. 3 Mole fractions of the system, lab and field blanks for six masses that are associated with the presence of plastics.
The boxes indicate the ±25 percentiles of the median, with the whiskers extending to the data points that fall within the 1.5 interquartiles. Data points that fall outside this range are indicated by a circle. The mean value is indicated with the red dashed line. Elevated counts on m/z 101 are associated with the presence of PE, PP and PPC, m/z 105 with PS and PET, m/z 107 with PS and PVC, m/z 121 with PVC and PE, m/z 123 with PET, PP and PPC and m/z 149 with PET and PVC. No more nanoplastic in the field blanks could be detected compared with the lab blanks, ruling out contamination originating from the storage bottles and Niskin bottles.
Source data
Extended Data Fig. 4 Averaged plastic contamination detected in the lab blanks.
The error bars represent the s.d. of the blanks in each batch. All lab blank batches were found to have consistently low average PE, PET, PPC, PP, PS and PE nanoplastic concentrations <3 mg m−3. After background subtraction, composed of the mean of the lab blanks of the corresponding batch, still considerable amounts of nanoplastic could be detected in the ocean-water samples. We acknowledge, nonetheless, that the presence of background nanoplastic, although in low amounts, results in further uncertainty of nanoplastic concentrations. Negligible amounts of PET were detected in the lab blanks performed during the measurements of the bottom-water samples (see ‘batch 3’), implying that the considerable amounts of PET nanoplastic detected at several kilometres depth are not a result of procedural contamination. However, up to 4 mg m−3 of PS has been observed in some of the lab blanks.
Source data
Extended Data Fig. 5 DHA contours (m2 s−2) of Ψref at 1,000 m depth (a), the depth-weighted average Ψrel over 410 m depth (b) and the November climatological and station mixed-layer depths (c).
Note the different scales of the colour maps for panels a and b. Panel c shows the climatological mixed-layer depth from November gridded climatology (purple colours) that was used for the North Atlantic mass-budget calculations, which are in good agreement with the station mixed-layer depths derived from CTD sensor measurements (white boxes) at the stations (large black dots). The small black dots indicate the grid points ‘inside the gyre’, whereas the red plusses indicate the grid points ‘outside the gyre’, both bounded by the latitude domain. The thin black contour is the coastline and the grey contour marks the 200-m isobath.
Extended Data Fig. 6 DHA contours (m2 s−2, equation (2)).
The thick black contour (8 m2 s−2) marks the outer edge of the gyre. The dashed white lines are the upper (55° N) and lower (8.5° N) latitude bounds of the domain we analysed. The black dots are the cruise stations. The thin black contour is the coastline and the grey contour marks the 200-m isobath. The DHA is a result of averaging over the upper 410 m depth.
Extended Data Fig. 7 Monte Carlo analysis of the simulation of the addition of organic matter and its subsequent influence on the fingerprinting of PET, PS, PVC and PE.
The randomized artificial addition of organic matter (OM) was spread out over 5, 10 or 40 ions that are used for nanoplastic fingerprinting.
Source data
Extended Data Fig. 8 The absence of certain ions typically associated with PE in the seawater samples.
Many ion markers typically observed in the mass spectra of PE are completely absent from our samples (indicated by the red arrows). As a result, we cannot definitively determine whether background organic matter is obscuring the PE signal or whether the absence of diagnostic ions indicates that the original PE matrix has been altered (for example, through photooxidation). Regardless, we must conclude that chemically unaltered PE, if present, remains below our detection limit in seawater samples.
Extended Data Table 1 Results of the Sargassum fingerprinting experiment
Extended Data Table 2 Results of the PS spike-and-recovery experiments
Supplementary information
Peer Review File
Source data
Source Data Fig. 2
Source Data Extended Data Fig. 1
Source Data Extended Data Fig. 3
Source Data Extended Data Fig. 4
Source Data Extended Data Fig. 7
Rights and permissions
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
Reprints and permissions
About this article
Cite this article
ten Hietbrink, S., Materić, D., Holzinger, R. et al. Nanoplastic concentrations across the North Atlantic. Nature
643, 412–416 (2025). https://doi.org/10.1038/s41586-025-09218-1
 
	Received: 22 September 2023

	Accepted: 30 May 2025

	Published: 09 July 2025

	Issue Date: 10 July 2025

	DOI: https://doi.org/10.1038/s41586-025-09218-1


Share this article
Anyone you share the following link with will be able to read this content:
Sorry, a shareable link is not currently available for this article.
 Provided by the Springer Nature SharedIt content-sharing initiative 


Pelagic distribution of plastic debris (> 500 µm) and marine organisms in the upper layer of the North Atlantic Ocean 

 Article Open access 11 August 2022 


Identification of the bacterial community that degrades phenanthrene sorbed to polystyrene nanoplastics using DNA-based stable isotope probing 

 Article Open access 04 March 2024 


Microplastics and nanoplastics in the marine-atmosphere environment 

 Article 10 May 2022 

Nanoplastics make up most of the plastic pollutants in the North Atlantic Ocean

 
	Katsiaryna Pabortsava

 Nature News & Views 09 Jul 2025 





Article

Open access

Published: 23 April 2025

Human de novo mutation rates from a four-generation pedigree reference
David Porubsky, 
Harriet Dashnow, 
Thomas A. Sasani, 
Glennis A. Logsdon, 
Pille Hallast, 
Michelle D. Noyes, 
Zev N. Kronenberg, 
Tom Mokveld, 
Nidhi Koundinya, 
Cillian Nolan, 
Cody J. Steely, 
Andrea Guarracino, 
Egor Dolzhenko, 
William T. Harvey, 
William J. Rowell, 
Kirill Grigorev, 
Thomas J. Nicholas, 
Michael E. Goldberg, 
Keisuke K. Oshima, 
Jiadong Lin, 
Peter Ebert, 
W. Scott Watkins, 
Tiffany Y. Leung, 
Vincent C. T. Hanlon, 
Sean McGee, 
Brent S. Pedersen, 
Hannah C. Happ, 
Hyeonsoo Jeong, 
Katherine M. Munson, 
Kendra Hoekzema, 
Daniel D. Chan, 
Yanni Wang, 
Jordan Knuth, 
Gage H. Garcia, 
Cairbre Fanslow, 
Christine Lambert, 
Charles Lee, 
Joshua D. Smith, 
Shawn Levy, 
Christopher E. Mason, 
Erik Garrison, 
Peter M. Lansdorp, 
Deborah W. Neklason, 
Lynn B. Jorde, 
Aaron R. Quinlan, 
Michael A. Eberle & 
…
Evan E. Eichler 

Nature
volume 643, pages 427–436 (2025) 
Abstract
Understanding the human de novo mutation (DNM) rate requires complete sequence information1. Here using five complementary short-read and long-read sequencing technologies, we phased and assembled more than 95% of each diploid human genome in a four-generation, twenty-eight-member family (CEPH 1463). We estimate 98–206 DNMs per transmission, including 74.5 de novo single-nucleotide variants, 7.4 non-tandem repeat indels, 65.3 de novo indels or structural variants originating from tandem repeats, and 4.4 centromeric DNMs. Among male individuals, we find 12.4 de novo Y chromosome events per generation. Short tandem repeats and variable-number tandem repeats are the most mutable, with 32 loci exhibiting recurrent mutation through the generations. We accurately assemble 288 centromeres and six Y chromosomes across the generations and demonstrate that the DNM rate varies by an order of magnitude depending on repeat content, length and sequence identity. We show a strong paternal bias (75–81%) for all forms of germline DNM, yet we estimate that 16% of de novo single-nucleotide variants are postzygotic in origin with no paternal bias, including early germline mosaic mutations. We place all this variation in the context of a high-resolution recombination map (~3.4 kb breakpoint resolution) and find no correlation between meiotic crossover and de novo structural variants. These near-telomere-to-telomere familial genomes provide a truth set to understand the most fundamental processes underlying human genetic variation.
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Main
The telomere-to-telomere (T2T) assembly of a human genome1 added an estimated 8% of the most repeat-rich DNA, including regions typically excluded from studies of human genetic variation, such as centromeres2, segmental duplications (SDs)3 and acrocentric regions1,4. Long-read sequencing (LRS) of many phased human diploid genomes has already begun to offer insights into mutational mechanisms5,6,7, opening up the discovery of all forms of variation irrespective of class or complexity8,9. Direct comparison of parental genomes to their offspring increases the power to identify DNMs as opposed to mapping reads to an intermediate reference, such as GRCh38 or T2T-CHM13 (ref. 10).
The goal of this study was to construct a high-quality human pedigree resource whereby chromosomes were fully assembled and phased, and their transmission was studied intergenerationally to enhance our understanding of both recombination and DNM processes. We sought to eliminate three ascertainment biases with respect to discovery, including biases to specific genomic regions, classes of genetic variation and reference genome effects. To achieve this, we focused on the four-generation, 28-member family CEPH 1463. This family has been intensively studied over the past three decades11, and we sequenced the family members using five sequencing technologies with distinct and complementary error modalities. This particular pedigree has served as a benchmark for early linkage mapping studies11,12 using short-read sequencing (SRS)13 and continues to serve as reference for understanding human variation, including patterns of mosaicism14,15.
Just as the initial T2T genome1 served as a reference for understanding all regions of the genome, our objective was to create a reference truth set for both inherited and de novo variation.
Genome sequence and assembly
We generated PacBio high-fidelity (HiFi), ultra-long Oxford Nanopore Technologies (UL-ONT), Strand-seq, Illumina and Element AVITI Biosciences (Element) whole-genome sequencing (WGS) data for most of the 28 members from a four-generation family (CEPH 1463 pedigree) (Fig. 1 and Supplementary Table 1).
Fig. 1: Sequencing the CEPH 1463 pedigree with five technologies.

Twenty-eight members of the four-generation pedigree CEPH 1463 were sequenced using five orthogonal next-generation and LRS platforms: HiFi sequencing, Illumina and Element sequencing were performed on peripheral blood for G2–G4, and UL-ONT and Strand-seq data were generated on available lymphoblastoid cell lines for G1–G3. The pedigree dataset has been expanded to include the fourth generation and G3 spouses (200080 and 200100).
For the purpose of variant discovery, we focused on generating long-read PacBio, short-read Illumina and Element data from blood-derived DNA to avoid cell-line-specific artefacts. We also used the corresponding cell lines to generate UL-ONT reads to construct near-T2T assemblies as well as Strand-seq data to detect large polymorphic inversions and evaluate assembly accuracy (Methods and Supplementary Table 2). In brief, we generated deep WGS data from multiple orthogonal sequencing platforms, focusing primarily on the first three generations (G1–G3) (Extended Data Fig. 1a), and used the fourth generation (G4) to validate de novo germline variants. We applied two hybrid genome assembly pipelines, Verkko16 and hifiasm17, to generate highly contiguous, phased genome assemblies for G1–G3, while G4 members were assembled using HiFi data only (Methods).
In summary, Verkko assemblies are the most contiguous (AuN (similar to average contig length measure): 102 Mb) (Extended Data Fig. 1b, Supplementary Figs. 1 and 2 and Supplementary Note 8) and we estimate that 63.3% (319 out of 504) of chromosomes across G1–G3 are near-T2T (Extended Data Fig. 1c). Moreover, 42.3% (213 out of 504) of non-acrocentric chromosomes are spanned in a single contig with canonical telomere repeats at each end (Methods, Extended Data Fig. 1d, Supplementary Fig. 3 and Supplementary Table 3). We sequenced and assembled 288 centromeres (44.7%, 288 out of 644) across G1–G3 and note that different assemblers preferentially assembled different human centromeres (Methods, Extended Data Fig. 1e and Supplementary Fig. 4). Both the sequence (QV range, 47–58) and phasing accuracy are high (Methods, Supplementary Figs. 5–12 and Supplementary Table 4).
A multigenerational variant callset
This data resource enables us to track the inheritance of any genomic segment and associated variants across all four generations (Extended Data Fig. 2a). We identified a total of 5.95 million single-nucleotide variants (SNVs) and indels and 35,662 structural variants (SVs)—all of which are Mendelian consistent across the second and third generations (Methods, Supplementary Table 5, Supplementary Fig. 13 and Data availability)18. Of the 5.95 million, 77% of small variants are supported by all three technologies, with variant calling from primary material helping to eliminate DNMs arising from cell line artefacts (Supplementary Note 1). LRS provides access to an additional approximately 260 Mb of the human genome (2.77 Gb) in contrast to the Genome in a Bottle (GIAB) (2.51 Gb)19 or Illumina WGS (2.58 Gb)13 data, including 201 Mb not present in either study. Some of the largest gains occur among SDs and their associated genes. We classified 85.5% (6,883 out of 8,048 merged SDs) of the SDs (coverage, >95%) as high confidence in comparison to 25.6% (2,060 out of 8,048 merged SDs) in the previous GIAB analysis, a major improvement for these highly copy-number variable regions20. We find that the majority (>91%) of known copy-number variable regions were stably transmitted in this pedigree, while the remaining 9% were often flagged as potentially misassembled (Supplementary Note 2). Similarly, we provide a comprehensive census of mobile element insertions (Methods, Supplementary Table 6, Supplementary Fig. 14 and Supplementary Note 3) and identify 120 inversions segregating in a Mendelian manner (21 were ambiguous) (Supplementary Table 7 and Supplementary Figs. 15–18). The latter includes a rare inversion (~703 kb) overlapping a disease-associated copy-number variable region at chromosome 15q25.2 (ref. 21) (Supplementary Fig. 19) and an inverted duplication (~295 kb) at chromosome 16q11.2 (Supplementary Fig. 20).
Sequence-resolved recombination map
Using three different approaches13,22 (Methods and Extended Data Fig. 2b), we identify 539 meiotic breakpoints in G3 (n = 8) with respect to T2T-CHM13, with 99.8% (538 out of 539) supported by more than one approach (Supplementary Table 8 and Supplementary Fig. 21). From an initial resolution of around 3.4 kb, we further refined 90.4% (487 out of 539) of the breakpoints to a median size of about 2.5 kb based on direct genome comparisons between parent and a child (Methods and Supplementary Fig. 22). Notably, 191 breakpoints actually increase in size as a result of reference biases in T2T-CHM13 (Supplementary Fig. 23). We distinguish recombination breakpoints with very sharp transition between parental haplotypes from those with an extended region of homology at both parental haplotypes (Extended Data Fig. 2b and Supplementary Fig. 24). We also characterize 78 smaller haplotype segment ‘switches’ in G3 (median size of ~1 kb)23,24,25 that would be consistent with either a double crossover or an allelic gene conversion event, although this is probably an underestimate due to our strict filtering criteria (Methods, Supplementary Table 9 and Supplementary Fig. 25). Extending recombination mapping to G4 chromosomes, we add 964 breakpoints for a total of 1,503 meiotic breakpoints across 22 transmissions (Supplementary Fig. 26). This includes 16 recombination hotspots, 11 of which are consistent with previously reported increased recombination rates26 (Supplementary Table 8 and Supplementary Fig. 27).
Overall, 15–20% of paternal and maternal homologues are transmitted without a detectable meiotic breakpoint (that is, non-recombinant chromosomes) (Supplementary Fig. 28). We observe a significant excess (Wilcoxon signed-rank test, P = 6.4 × 10−5) of maternal recombination events with expected maternal to paternal breakpoint ratio of 1.4 (ref. 27) (Supplementary Fig. 29). Paternal recombination is significantly biased towards the ends of human chromosomes with 55 paternal recombination events mapping to within 2 Mb of the telomere in comparison to 1 event in female individuals27,28,29 (Methods, Extended Data Fig. 2c and Supplementary Fig. 30). In G2–G3, we observed a decrease in crossover events with advancing parental age for both male and female germlines (Extended Data Fig. 2d). We modelled this observation across G1–G4 using a Poisson generalized linear model (GLM) with a log link and continued to observe a significant decrease in recombination breakpoints as a function of parental age and sex (P = 7.17 × 10−3 and 1.22 × 10−9 for parental age and sex, respectively; Poisson GLM with a log link, AIC = 284.2) (Supplementary Fig. 31). Although there is no known biological mechanism that would lead to a decrease in both parental germlines, this observation runs counter to a population-level analysis based on SRS data25,30,31. We consider this observation to be preliminary until a larger number of families is analysed.
De novo SNVs and small indels
To discover small variants, we examined HiFi reads aligned to T2T-CHM13, then used orthogonal ONT and Illumina data to confirm that a variant is in fact present in a sample and absent from parents (Methods). This strategy reduces platform bias but restricts DNM discovery to G2 (n = 2) and G3 (n = 8) individuals, as ONT data were not generated for G4. Our de novo callset included 755 SNVs and 73 indels across the autosomes (Fig. 2a), and 27 SNVs and 1 indel on the X chromosome. We used flanking SNVs to construct haplotypes, phase variants and trace a mutation back either to a parental gamete or the early embryo. We determined that a mutation occurred somatically, and probably early in embryonic development, if it met one of two criteria: it was incompletely linked to a parental haplotype (n = 122) or, if it could not be phased, it had an allele balance significantly less than 0.5 across all three sequencing platforms (n = 7) (Fig. 2b), which was further confirmed using Element data (Supplementary Fig. 32). Moreover, we validated each postzygotic mutation (PZM) by tracing its haplotype backwards across generations and forwards for the four individuals with sequenced offspring (Supplementary Note 4).
Fig. 2: Summary of DNM rates.

a, The number of de novo germline mutations, PZMs and indels (<50 bp) for the parents (G2) and eight children in CEPH 1463. TR DNMs (<50 bp) are shown for G3 only because they have greater parental sequencing depth and we can assess transmission (Methods). The hatched bars show the number of SNVs confirmed as transmitting to the next generation. b, Germline SNVs (n = 626) have a mean allele balance of near 0.50 across the sequencing platforms, while the mean postzygotic SNV (n = 119) allele balance is less than 0.25. The box plots show the median (centre line), the interquartile range (IQR) (box limits) and the whiskers extend to 25% − 1.5 × IQR and 75% + 1.5 × IQR; outliers are shown as dots. c, A strong paternal age effect is observed for germline de novo SNVs (+1.55 DNMs per year; two-sided t-test, P = 0.013) but not for PZMs (P = 0.72). We observe no significant maternal age effect for DNMs (+0.20 DNMs per year, P = 0.54) or PZMs (P = 0.74). The solid lines are regression lines that were fitted using a linear model function; the surrounding shaded areas represent their 95% confidence intervals. d, The estimated SNV DNM rate by region of the genome shows a significant excess of DNM for large repeat regions, including centromeres and SDs. Assembly-based DNM calls on the centromeres and Y chromosome (chr.) show an excess of DNM in the satellite DNA. A significant difference from the autosomal DNM or PZM rate was determined using two-sided t-tests; *P < 0.05, **P < 0.001. P values for each comparison are as follows: 0.0066 (alignment-based DNMs in SDs), 0.049 (alignment-based PZMs in SDs), 0.017 (alignment-based DNMs in centromeres), 0.34 (alignment-based PZMs in centromeres), 0.13 (assembly-based DNMs in centromeric flanking regions), 0.14 (assembly-based DNMs in centromeric HORs), 0.59 (assembly-based DNMs in chromosome Y euchromatic regions) and 0.00025 (assembly-based DNMs in Yq12).
Of the 62 PZMs in these four samples, 64.5% (n = 40) are transmitted to the next generation, compared with 97.2% of germline SNVs (242 out of 249) and 100% of indels (Extended Data Fig. 3). We found that 10 PZMs failed these haplotype-based validations, resulting in a final callset of 119 PZMs, accounting for 16% of total autosomal SNVs (745 de novo SNVs). Previous Illumina-based analysis of this family14 identified 605 de novo SNVs of either germline (G2 and G3) or postzygotic (only G2) origin, 92.4% (n = 559) of which were represented in our final callset, while all but four of the absent variants failed validation with long-read data. We were able to identify an additional 72 PZMs in G3 for the first time, including a total of 186 novel DNMs, a 6.1% and 21% increase in germline SNV and indel discovery, respectively.
In total, 81.4% of germline small DNMs originate on paternal haplotypes (4.38:1 paternal:maternal ratio, Wilcoxon signed-rank test, P < 2 × 10−16), with a significant parental age effect of 1.55 germline DNMs per additional year of paternal age when fitting with linear regression (two-sided t-test, P = 0.013). By contrast, PZMs show no significant difference with respect to parental origin (1.38:1 paternal:maternal ratio, Wilcoxon signed-rank test, P = 0.09) and no parental age effects (Fig. 2c). Although our small sample size does not provide sufficient power to detect significant differences between the de novo and postzygotic mutational spectra (Supplementary Fig. 33a), we do observe a novel depletion of CpG>TpG PZMs (χ2 test, P = 0.17) and an enrichment of postzygotic T>A substitutions (χ2 test, P = 0.268) that has been previously observed14.
We successfully assayed 91.9% of the autosomal genome (2.66 Gb) (Supplementary Fig. 33b and Supplementary Note 4). Excluding all variants classified as postzygotic, we find that the parental germline contributes 1.17 × 10−8 SNVs per bp per generation (95% confidence interval (CI) = 1.08 × 10−8–1.27 × 10−8). De novo SNVs are significantly enriched in repetitive sequences, as much as 2.8-fold in centromeres (95% CI = 1.79 × 10−8–5.51 × 10−8 SNVs per bp per generation, two-sided t-test, P = 0.017) and 1.9-fold in SDs (95% CI = 1.64 × 10−8–2.88 × 10−8 SNVs per bp per generation, two-sided t-test, P = 0.0066) (Fig. 2d, Supplementary Fig. 33c and Supplementary Table 10). We observed a lower PZM rate of 2.04 × 10−9 SNVs per bp per generation (95% CI = 1.68 × 10−9–2.47 × 10−9) across the autosomes, yet we see a 3.9-fold enrichment of PZMs in SDs (95% CI = 4.84 × 10−9–1.25 × 10−8 SNVs per bp per generation, two-sided t-test, P = 0.049). Among PZMs transmitted to the next generation (n = 33 PZMs across four samples), we observe a 2.69-fold enrichment in SDs (95% CI = 1.15 × 10−9–1.08 × 10−8 SNVs per bp per generation) that does not reach significance owing to the small sample size (two-sided t-test, P = 0.218).
De novo TRs
Here we investigate tandem repeats (TRs), including short TRs (STRs, 1–6 bp motifs) and variable-number TRs (VNTRs, 7–1,000 bp motifs). We successfully genotyped 7.68 million out of 7.82 million TR loci (Methods) on HiFi data using the Tandem Repeat Genotyping Tool (TRGT)32, across all members of the pedigree. Of those, 7.17 million (93.4%) loci were completely Mendelian concordant across all trios. We used TRGT-denovo to identify candidate DNMs at loci that were covered by at least 10 HiFi reads across all members of a given trio; on average, 6.88 million TR loci met this criterion33. We refined these putative DNMs through orthogonal sequencing and transmission (Methods). Element sequencing, generated from blood DNA, exhibits substantially lower error rates following homopolymer tracts34, so we tested whether it could more accurately measure the length of homopolymers and other TR alleles. We observed low stutter in the Element data at homopolymers; across a random sample of 1,000 homozygous homopolymer loci called by TRGT, an average of 99.5% of Element reads perfectly support the TRGT-genotyped allele size in GRCh38, compared to 93.5% of Illumina sequencing reads (Supplementary Figs. 34 and 35).
We used the Element data to further validate de novo TR alleles called by TRGT-denovo. Owing to the short read length of Element data, we could assess only 80 out of 613 (13.1%) de novo STR alleles (average of 10 STRs per sample). We considered a DNM validated if Element reads supported the TRGT allele size in the child and did not support it in either parent (allowing for off-by-one base-pair errors; Methods). Of the 80 de novo STRs that we could assess, 56 (70%) passed our strict consistency criteria. The validation rate was lower at homopolymers (3 out of 20; 15%) than at non-homopolymers (53 out of 60; 88.3%), indicating that our estimates of mutation rates at homopolymers may be less precise. Using pedigree information, we required that candidate de novo TR alleles observed in the two G3 individuals with sequenced children (NA12879 and NA12886) be transmitted to at least one child in the subsequent generation (G4). Of the 128 de novo TR alleles observed in the two G3 individuals, 96 (75%) were transmitted to the next generation, which is significantly lower than de novo SNVs reflecting the challenges that still remain in accurately characterizing de novo TRs.
After Element and transmission validation, we found an average of 65.3 TR DNMs (including STRs, VNTRs and complex loci) per sample and estimated a TR DNM rate of 4.74 × 10−6 per locus per haplotype per generation (95% CI = 4.06 × 10−6–5.43 × 10−6), with substantial variation across repeat motif sizes (Fig. 3a). Collectively, TR DNMs inserted or deleted a mean of 978 bp per sample or 15.0 bp per event (Supplementary Table 10). An average of 54.9 mutations were expansions or contractions of STR motifs, 2.6 affected VNTR motifs and 7.8 affected ‘complex’ loci comprising both STR and VNTR motifs. The STR mutation rate was 5.50 × 10−6 DNMs per locus per haplotype per generation (95% CI = 5.0 × 10−6–6.04 × 10−6). The VNTR mutation rate was 0.83 × 10−6 (95% CI = 0.51 × 10−6–1.27 × 10−6), predominantly comprising loci that could not be assessed in SRS studies. Several previous estimates of the genome-wide STR mutation rate considered only polymorphic STR loci; when we limited our analysis to STR loci that were polymorphic in the CEPH 1463 pedigree, we found 5.98 × 10−5 de novo STR events per locus per generation (95% CI = 5.43–6.57 × 10−5), which is broadly consistent with previous estimates of 4.95 × 10−5–5.6 × 10−5 (refs. 35,36,37). Overall, 75.0% of phased de novo TR alleles were paternal in origin (Fig. 3b). The mutation rate for dinucleotide motifs was higher than for homopolymers, and we observed an increasing mutation rate with motif size for motifs greater than 6 bp in length (Fig. 3a). As reported in previous studies35, larger TR loci (defined as the total length of the TR locus in the reference genome sequence) exhibited higher mutation rates (Supplementary Fig. 36a). We did not observe a significant bias towards expansions or contractions (two-sided binomial test, P = 0.19) (Supplementary Fig. 36b).
Fig. 3: TR DNMs show motif-size-dependent mutation rates, paternal bias and are highly recurrent at specific loci.

a, TR DNM rates (mutations per haplotype per locus per generation) are displayed for each TR class (STR, VNTR or complex) as a function of the minimum motif size observed at each TR locus (n = 522) in the T2T-CHM13 reference genome (blue; left y axis).The average number of loci of each motif size that passed filtering criteria in each individual are displayed in grey (right y axis). The error bars denote the 95% Poisson CIs (computed using a χ2 distribution) around the mean mutation rate estimate. The mutation rates include all non-recurrent calls that pass TRGT-denovo filtering criteria and Element consistency analysis. b, The inferred parent-of-origin for confidently phased TR DNMs in G3. The hatching indicates transmission to at least one G4 child, where available. c, Pedigree overview of a recurrent VNTR locus at chromosome 8: 2376919–2377075 (T2T-CHM13) with motif composition GAGGCGCCAGGAGAGAGCGCT(n)ACGGG(n). Allele colouring indicates inheritance patterns as determined by inheritance vectors, with grey representing unavailable data. The symbols denote inheritance type relative to the inherited parental allele: plus (+) for de novo expansion and minus (−) for de novo contraction, shown only for the mutating alleles; the numbers indicate allele lengths in bp. De novo TR alleles are present in seven out of eight G3 individuals and transmit to four G4 individuals, with two expanding further after transmission. The spouse of a G3 individual (200080) carries a distinct TR allele that undergoes a de novo contraction in subsequent transmissions. d, Read-level evidence for the recurrent DNM in c, represented as vertical lines, obtained from individual sequencing reads, shown per sample. Where available, both HiFi (top) and ONT (bottom) sequencing reads are displayed. Colouring is consistent with the inheritance patterns in c; the outlined boxes with plus or minus markers highlight DNMs.
We identified a subset of TR loci that were recurrently mutated among members of the pedigree. We identified a high-confidence set of 32 loci (Methods and Supplementary Table 11): five showing intragenerational recurrence (observed DNMs in at least two G3 individuals) and 27 loci with intergenerational recurrence (observed DNMs in at least two generations). As they are observed only in a single generation, the five intragenerational DNMs may represent mosaicism in the parental germline, rather than recurrent mutational events. Notably, we observed three or more distinct de novo expansions or contractions at 16 of the loci that exhibited recurrence (Extended Data Table 1). As an example, we highlight an intergenerational recurrently mutated TR locus with ten unique de novo expansions and/or contractions (Fig. 3c,d). All allele transmissions are fully consistent with the inheritance vectors (Supplementary Note 5) and are supported by both HiFi and ONT reads.
Centromere transmission and de novo SVs
Among the 288 completely assembled centromeres, we assessed 150 intergenerational transmissions (Fig. 4a). Comparing these assembled centromeres between parent and child, we identify 18 (12%) de novo SVs validated by both ONT and HiFi data with roughly equivalent numbers of insertions and deletions (Fig. 4b and Methods). All de novo SVs (n = 8) that had a child sequenced as part of this study confirmed transmission to the next generation (Supplementary Table 10). We find that 72.2% (13 out of 18) of SVs map to α-satellite higher-order repeat (HOR) arrays (Extended Data Fig. 4a) with the remainder (5 out of 18, 27.8%) corresponding to various pericentromeric flanking sequences but not flanking monomeric α-satellites. All α-satellite HOR de novo SV events involve integer changes in the basic α-satellite HOR cassettes specific to each centromere and range in size from 680 bp (one 4-mer α-satellite HOR on chromosome 9) to 12,228 bp (four 18-mer α-satellite HORs on chromosome 6) (Fig. 4c and Extended Data Fig. 4b). One transmission from chromosome 9 involves both a gain of 2,052 bp (six dimer α-satellite HOR units) and a loss of 1,710 bp (one 4-mer α-satellite HOR and three α-satellite dimer units) in a single G2-to-G3 transmission (Fig. 4d–f). The chromosome 6 centromere has the most recurrent structural events, with three being observed across three generations (Fig. 4a). The chromosome 6 centromere has the greatest number of nearly perfectly identical (>99.9%) α-satellite HORs (Extended Data Fig. 4c).
Fig. 4: De novo SVs among centromeres transmitted across generations.

a, Summary of the number of correctly assembled centromeres (dark grey) as well as those transmitted to the next generation (light grey). Transmitted centromeres that carry a de novo deletion, insertion or both are coloured. b, The lengths of the de novo SVs within α-satellite HOR arrays and flanking regions. c, An example of a de novo deletion in the chromosome 6 α-satellite HOR array in G2-NA12878 that was inherited in G3-NA12887. The red arrows over each haplotype show the α-satellite HOR structure, and the grey blocks between haplotypes show syntenic regions. The deleted region is highlighted by a red outline. Mat., maternal; pat., paternal. d, An example of a de novo insertion and deletion in the chromosome 19 α-satellite HOR array of G3-NA12885. e,f, Magnification of the α-satellite HOR structure of the inserted (blue outline; e) and deleted (red outline; f) α-satellite HORs from d. The coloured arrows at the top of each haplotype show the α-satellite HOR structure. g, Example of two de novo deletions in the chromosome 21 centromere of G2-NA12877. The deletions reside within a hypomethylated region of the centromeric α-satellite HOR array, known as the CDR, which is thought to be the site of kinetochore assembly. The deletion of three α-satellite HORs within the CDR results in a shift of the CDR by around 260 kb in G2-NA12877.
We also assessed 18 SV events for their potential effect on the hypomethylation pocket associated with the centromere dip region (CDR)—a marker of the site of kinetochore attachment38,39 (Methods). We find that 11 SVs mapping outside of the CDR have a marginal effect on changing the centre point of the CDR (<100 kb) from one generation to another (Extended Data Fig. 4d,e), while SVs mapping within the CDR have a more marked effect (average shift of around 260 kb) and/or they completely alter the distribution of the CDR (Fig. 4g and Extended Data Fig. 4f,g). Although follow-up experiments using CENP-A chromatin immunoprecipitation–sequencing are needed to confirm the actual binding site of the kinetochore, these findings suggest that structural mutations may have epigenetic consequences in changing the position of kinetochore.
Finally, using 31 parent–child transmissions of centromeres (150.5 Mb), we identify 16 SNV DNMs in centromeres, including five within the α-satellite HOR arrays, for a DNM rate of 1.01 × 10−7 mutations per bp per generation (95% CI = 5.75 × 10−8–1.63 × 10−7). This rate is comparable to the rate from our read-based mapping approach, which identified 14 centromeric SNVs, albeit over more than 10 times the amount of sequence, resulting in a DNM rate of 3.27 × 10−8 mutations per bp per generation (95% CI = 1.79 × 10−8–5.51 × 10−8) (Fig. 2d and Supplementary Table 10). By combining the data, we estimate a significantly higher SNV DNM rate for centromeres of 4.94 × 10−8 (two-sided t-test, P = 0.017). We believe that this is a conservative estimate because we required validation of all events by both the ONT and HiFi sequencing platforms.
Y chromosome mutations
There are nine male members who carry the R1b1a-Z302 Y haplogroup across the four generations (Fig. 5a and Supplementary Table 12) and we use the great-grandfather (G1-NA12889; Fig. 1) Y-chromosome assembly as a reference for DNM detection across 48.8 Mb of the male-specific Y-chromosomal region (MSY) (Methods and Supplementary Note 6). The de novo assembly-based approach increases by more than twofold the number of accessible base pairs when compared to HiFi read-based calling but increases by more than sevenfold the discovery of de novo SNVs. In total, we identify 48 de novo SNVs in the MSY across the 5 G2–G3 male individuals, ranging from 7 to 11 SNVs per Y transmission (mean, 9.6; median, 10) (Supplementary Table 13). Only 2 SNVs map to the Y euchromatic regions, 1 to the pericentromeric regions and the remaining 45 out of 48 map to the Yq12 heterochromatic satellite regions (Fig. 5b). In total, we estimate a de novo SNV rate of 1.99 × 10−7 mutations per bp per generation (95% CI = 1.59 × 10−7–2.39 × 10−7) for the entire MSY. This estimate is an order of magnitude higher than that previously reported for Y euchromatic regions40 due to access to Yq12 satellite DNA (Supplementary Table 13). We note that 13 out of 45 (29%) of the DNMs had 100% identical matches elsewhere in the Yq12 region (but not at orthologous positions) and probably result from interlocus gene conversion events within the DYZ1/DYZ2 repeats41 (Methods). We also identify a total of nine de novo indels (<50 bp, homopolymers excluded) ranging from 1–3 indels per sample (mean, 1.8 events per Y transmission) and five de novo SVs (≥50 bp) (Fig. 5b and Supplementary Table 13). The latter range from 2,416 to 4,839 bp in size, each affecting an entire DYZ2 repeat unit(s), with an average of one SV per Y transmission. All applicable DNMs (SNVs, n = 20 out of 48; indels, n = 6 out of 9; SVs, n = 4 out of 5) are concordant with the expected transmission through generations (that is, from G2 to G3–G4 and from G3-NA12866 to his three male descendants in G4) (Fig. 5b). Overall, 82% (51 out of 62) of the DNMs identified on chromosome Y (42 out of 48 SNVs; 4 out of 9 of indels; and 5 out of 5 SVs) are located in regions where short reads cannot be reliably mapped (mapping quality = 0).
Fig. 5: Chromosome Y and an example of a de novo mobile element.

a, Pedigree of the nine male individuals carrying the R1b1a-Z302 Y chromosomes (left) and pairwise comparison of Y assemblies: closely related Y from HG00731 (R1b1a-Z225) and the most contiguous R1b1a-Z302 Y assemblies from three generations. Y-chromosomal sequence classes are shown with the pairwise sequence identity between samples in 100 kb bins, with quality-control-passed SVs identified in the pedigree male individuals shown as blue and red outlines. b, Summary of chromosome Y DNMs. Top, the structure of chromosome Y of G1-NA12889. Below the Y structure, all of the identified DNMs across G1–G3 Y assemblies are shown. Bottom, breakout by mutation class and by sample. DNMs that show evidence of transmission from G2 to G3–G4, and from G3-NA12886 to his male descendants in G4 are shown in grey. c, De novo SVA insertion in G3-NA12887. d, HiFi read support for the de novo SVA insertion in G3-NA12887.
De novo SVs
In total, we validated 41 de novo SVs across eight individuals (G3), including 16 insertions and 25 deletions (Methods) of which 68% (28 out of 41) originate in the paternal germline with a trend towards an increase in SVs with paternal age (Supplementary Fig. 37). Almost all SVs (40 out of 41) correspond to TRs, including mutation in centromeres, Y chromosome satellites and clustered SDs (Supplementary Table 10). We estimate around 5 SVs (95% CI = 3–7) per transmission affecting approximately 4.4 kb of DNA (median, 4,875 bp). If we exclude de novo SVs mapping to the centromere and Y chromosomes (n = 14), the median size of the events drops by an order of magnitude (median, 362 bp). Non-allelic homologous recombination (NAHR) has frequently been invoked as a mechanism to underlie TR expansions and contractions42,43. However, we find that none of the 27 euchromatic de novo SVs coincide with recombination crossovers (Supplementary Fig. 37e). This argues against NAHR between homologous chromosomes during meiosis I as the primary mechanism for their origin, although we cannot preclude other mechanisms associated with double-stranded breaks not involving recombination. We identify one retrotransposition event: a full-length (3,407 bp long) de novo insertion of an SVA element (SVAF subfamily) (G3-NA12887)44 with the predicted donor mapping around 23 Mb upstream (Fig. 5c and Supplementary Fig. 38). This insertion is present at a low frequency (around 11% of reads) in the parent (G2-NA12878) but not in the grandparental transmitting haplotype, consistent with a germline mosaic event arising in G2 postzygotically (Fig. 5d and Supplementary Fig. 39).
Discussion
Most DNM studies40,45,46,47,48,49 are based on SRS data from large groups of trios and converge on around 60–70 DNMs per generation; however, these studies often exclude highly mutable regions of the genome7. Our multiplatform and multigenerational, assembly-based approach provides access to some of the most repetitive regions, such as centromeres and heterochromatic regions on the Y chromosome. The use of parental references in addition to the standard references and the ability to confirm transmissions across subsequent generations improves both sensitivity and specificity. In this multigenerational pedigree, we estimate a range of 98–206 DNMs per transmission (average of 152 per generation) and observe a strong paternal de novo bias (70–80%) and an increase with advancing paternal age, not only for SNVs but also for indels and SVs, including TRs.
The rate of de novo SNVs varies by more than an order of magnitude depending on the genomic context, consistent with recent human population-based analyses7,50 and theoretical predictions51. SD regions show an 88% increase (2.2 × 10−8 (95% CI = 1.64 × 10−8–2.88 × 10−8) versus 1.17 × 10−8). This is driven by SDs with >95% identity. We also observe a significant decrease in the de novo transition/transversion ratio compared with the genome (χ2 test, P = 0.0109) as predicted7 (Supplementary Note 7). We estimate that satellite DNA in the Yq12 heterochromatic region41,52 is at least 30 times more mutable than autosomal euchromatin (3.86 × 10−7 mutations per bp per generation). It is composed of thousands of short satellite DNA repeats (DYZ1/Hsat3A6 and DYZ2/Hsat1B) organized into Mb blocks that are >98% identical41,52. This, along with the fact that 29% of mutational changes match to non-orthologous sites in Yq12, is consistent with ‘interlocus gene conversion’ driving this >20-fold excess, potentially as a result of increased sister chromatid exchange events41.
Previous studies predicted that 6–10% of DNMs are not germline in origin, but instead arise sometime after fertilization, giving rise to a mosaic variant14,53. This distinction has been based on allele balance thresholds53 or incomplete linkage to nearby SNVs across three generations14. LRS increases sensitivity by assigning nearly every de novo SNV to a parental haplotype and define PZM by its incomplete linkage to that haplotype. We classify 16% of de novo SNVs as postzygotic in origin (n = 119 PZMs/745 de novo SNVs). As all sequencing data in this study are derived from blood, we cannot demonstrate that every PZM is present in multiple tissues, but we can use transmission to the next generation as a proxy, as it reveals that the mutation is also present in germ cells. PZMs account for 12% of all SNVs transmitted to the next generation (n = 33 PZMs/275 transmitted SNVs), an increase over previous estimates. Early cell divisions of human embryos are frequently error prone54,55 with an accelerated rate of cell division potentially contributing to the large fraction of PZMs with high (>25%) allele balance. Such events would previously have been classified as germline but, consistent with PZM expectations, we find no paternal bias associated with these DNMs (Fig. 2c).
TRs are among the most mutable loci of our genome36,56,57, with the number of such de novo events comparable to germline SNVs58 but affecting more than an order of magnitude more base pairs per generation. We find a threefold differential in TR DNM rate with increasing repeat number and motif length generally correlating with mutation rate. However, we observe an apparent mutation rate trough between dinucleotides and larger motif lengths (>10 bp) (Fig. 3b), which may reflect different mutational mechanisms based on locus size, motif length and complexity. For example, larger TR motifs may be more likely to mutate through NAHR, synthesis-dependent strand annealing or interlocus gene conversion while mutational events at STRs may be biased toward traditional replication-based slippage mutational mechanisms42,43. Consistent with some earlier genome-wide analyses of minisatellites59, we did not find evidence that TR changes are mediated by unequal crossover between homologues during meiosis as none of our TR de novo SVs (n = 27) coincided with recombination breakpoints. Of particular interest in this regard is the discovery of 32 recurrently mutated TRs—loci rarely discovered out of the context of unstable disease alleles60. At five of these recurrent loci, we discovered multiple DNMs within a single generation (G3); these DNMs may be the outcome of germline mosaicism in a G2 parent or the activity of hypermutable TRs. Nearly all of these highly recurrent de novo events produced TR alleles that are significantly longer than the average short-read length and were detectable only using LRS. This includes changes in the length of around 7% of human centromeres in which insertions and deletions all occur as multiples of the predominant HOR unit56. The rate of de novo SVs increased from previous estimates of 0.2–0.3 per generation15,61 to 3–4 de novo SVs per generation reported in this study.
There are several limitations to this study. First, homopolymers still remain challenging even with the use of Element data as longer alleles and motifs embedded in larger repeats are still not reliably assayed with short reads. Second, we were unable to characterize DNMs in the acrocentric regions due to the repetitive nature of the regions and rampant ectopic recombination4. Third, we limited DNM discovery to the first three generations of only one multigenerational family and used G4 for validation purposes of transmitted variants. We acknowledge that familial variation depends on the genetic background14,36,62 and, therefore, many more families will be required to establish a reliable estimate of the mutation rate, especially for complex regions of the genome. In that regard, it is perhaps noteworthy that efforts are underway to characterize additional pedigrees. Notwithstanding, this study highlights that a single sequencing technology and a single human genome reference are insufficient to comprehensively estimate mutation rates. Multigenerational resources such as these will further refine DNM estimates and serve as another useful benchmark63 for new algorithms and new sequencing technologies.
Methods
Ethics declarations
Human participants
Informed consent was obtained from the CEPH/Utah individuals, and the University of Utah Institutional Review Board approved the study (University of Utah IRB reference IRB_00065564). This includes informed consent for publication of research data for 23 family members; the remaining 5 provided informed consent for biobanking with controlled access (Data availability).
Cell lines
Cell lines for 14 members of the CEPH 1463 family (G1-GM12889, G1-GM12890, G1-GM12891, G1-GM12892, G2-GM12877, G2-GM12878, G3-GM12879, G3-GM12881, G3-GM12882, G3-GM12883, G3-GM12884, G3-GM12885, G3-GM12886 and G3-GM12887) were obtained from Coriell Institute for Medical Research (CEPH collection). Cell lines for G3 spouses and G4 family members (n = 13) were generated in-house as EBV transformed lymphoblastoid cell lines and include: G3-200080-spouse, G4-200081, G4-200082, G4-200084, G4-200085, G4-200086, G4-200087, G3-200100-spouse, G4-200101, G4-200102, G4-200103, G4-200104 and G4-200106.
All cell lines were authenticated by WGS of the DNA and subsequent variant calling to match the expected sex of the individual and sequencing results from blood-derived DNA from the same individual. Furthermore, we explored whether the obtained sequencing data match the expected inheritance patterns of parents and offspring. To our knowledge, none of the cell lines mentioned above were tested for mycoplasma contamination.
Sample and DNA preparation
Family members from G2 and G3 were re-engaged for the purpose of updating informed consent and health history, and for enrolling their children (G4) and the marry-in parent (G3). Archived DNA from G2 and G3 was extracted from whole blood. Newly enrolled family members underwent informed consent, and blood was obtained for DNA and cell lines. DNA was extracted from whole blood using the Flexigene system (Qiagen 51206). All samples are broadly consented for scientific purposes, which makes this dataset ideal for future tool development and benchmarking studies.
Sequence data generation
Sequencing data from orthogonal short- and long-read platforms were generated as follows:
Illumina data generation
Illumina WGS data for G1–G3 were generated as previously described14. Illumina WGS data for G4 and marry-in spouses for G3 were generated by the Northwest Genomics Center using the PCR-free TruSeq library prep kit and sequenced to approximately 30× on the NovaSeq 6000 with paired-end 150 bp reads.
PacBio HiFi sequencing
PacBio HiFi data were generated according to the manufacturer’s recommendations. In brief, DNA was extracted from blood samples as described or cultured lymphoblasts using the Monarch HMW DNA Extraction Kit for Cells & Blood (New England Biolabs, T3050L). At all steps, quantification was performed with Qubit dsDNA HS (Thermo Fisher Scientific, Q32854) measured on DS-11 FX (Denovix) and the size distribution checked using FEMTO Pulse (Agilent, M5330AA and FP-1002-0275.) HMW DNA was sheared with the Megaruptor 3 (Diagenode, B06010003 & E07010003) system using the settings 28/30, 28/31 or 27/29 based on the initial quality check to target a peak size of ~22 kb. After shearing, the DNA was used to generate PacBio HiFi libraries using the SMRTbell prep kit 3.0 (PacBio, 102-182-700). Size selection was performed either with diluted AMPure PB beads according to the protocol, or with Pippin HT using a high-pass cut-off between 10–17 kb based on shear size (Sage Science, HTP0001 and HPE7510). Libraries were sequenced either on the Sequel II platform on SMRT Cells 8M (PacBio, 101-389-001) using Sequel II sequencing chemistry 3.2 (PacBio,102-333-300) with 2 h pre-extension and 30 h movies on SMRT Link v.11.0 or 11.1, or on the Revio platform on Revio SMRT Cells (PacBio, 102-202-200) and Revio polymerase kit v1 (PacBio, 102-817-600) with 2 h pre-extension and 24 h movies on SMRT Link v.12.0.
ONT sequencing
To generate UL sequencing reads >100 kb, we used ONT sequencing. Ultra-high molecular mass gDNA was extracted from the lymphoblastoid cell lines according to a previously published protocol64. In brief, 3–5 × 107 cells were lysed in a buffer containing 10 mM Tris-Cl (pH 8.0), 0.1 M EDTA (pH 8.0), 0.5% (w/v) SDS, and 20 mg ml−1 RNase A for 1 h at 37 °C. Then, 200 μg ml−1 proteinase K was added, and the solution was incubated at 50 °C for 2 h. DNA was purified through two rounds of 25:24:1 phenol–chloroform–isoamyl alcohol extraction followed by ethanol precipitation. Precipitated DNA was solubilized in 10 mM Tris (pH 8.0) containing 0.02% Triton X-100 at 4 °C for 2 days.
Libraries were constructed using the Ultra-Long DNA Sequencing Kit (ONT, SQK-ULK001) with modifications to the manufacturer’s protocol: ~40 μg of DNA was mixed with FRA enzyme and FDB buffer as described in the protocol and incubated for 5 min at room temperature, followed by heat inactivation for 5 min at 75 °C. RAP enzyme was mixed with the DNA solution and incubated at room temperature for 1 h before the clean-up step. Clean-up was performed using the Nanobind UL Library Prep Kit (Circulomics, NB-900-601-01) and eluted in 450 μl EB. Then, 75 μl of library was loaded onto a primed FLO-PRO002 R9.4.1 flow cell for sequencing on the PromethION (using MinKNOW software v.21.02.17–23.04.5), with two nuclease washes and reloads after 24 and 48 h of sequencing. All G1–G3 ONT base calling was done with Guppy (v.6.3.7).
Element (AVITI) sequencing
Element WGS data were generated according to the manufacturer’s recommendations. In brief, DNA was extracted from whole blood as described above. PCR-free libraries were prepared using mechanical shearing, yielding ~350 bp fragments, and the Element Elevate library preparation kit (Element Biosciences, 830-00008). Linear libraries were quantified by quantitative PCR and sequenced on AVITI 2 × 150 bp flow cells (Element Biosciences, not yet commercially available). Bases2Fastq Software (Element Biosciences) was used to generate demultiplexed FASTQ files.
Strand-seq library preparation
Single-cell Strand-seq libraries were prepared using a streamlined version of the established OP-Strand-seq protocol65 with the following modifications. In brief, EBV cells from G1–3 were cultured for 24 h in the presence of BrdU and nuclei with BrdU in the G1 phase of the cell cycle were sorted using fluorescence-activated cell sorting as described previously65. Next, single nuclei were dispensed into individual wells of an open 72 × 72 well nanowell array and treated with heat-labile protease, followed by digestion of DNA with the restriction enzymes AluI and HpyCH4V (NEB) instead of micrococcal nuclease (MNase). Next, fragments were A-tailed, ligated to forked adapters, UV-treated and PCR-amplified with index primers. The use of restriction enzymes results in short, reproducible, blunt-ended DNA fragments (>90% smaller than 1 kb) that do not require end-repair before adapter ligation, in contrast to the ends of DNA generated by MNase. Omitting end-repair enzymes allows dispensing of index primers in advance of dispensing individual nuclei. The pre-spotted, dried primers survive and do not interfere with the library preparation steps before PCR amplification. Pre-spotting of index primers is more reliable than the transfer of index primers between arrays during library preparation as described previously65. Strand-seq libraries were pooled and cleaned with AMPure XP beads, and library fragments between 300 and 700 bp were gel purified before PE75 sequencing on either the NextSeq 550 or the AVITI (Element Biosciences) system. Supplementary Fig. 40 shows examples of Strand-seq libraries made with restriction enzymes.
Strand-seq data post-processing
The demultiplexed FASTQ files were aligned to both GRCh38 and T2T-CHM13 reference assemblies (Supplementary Table 14) using BWA66 (v.0.7.17-r1188) for standard library selection. Aligned reads were sorted by genomic position using SAMtools67 (v.1.10) and duplicate reads were marked using sambamba68 (v.1.0). Libraries passing quality filters were pre-selected using ASHLEYS69 (v.0.2.0). We also evaluated such selected Strand-seq libraries manually and further excluded libraries with an uneven coverage, or an excess of ‘background reads’ (reads mapped in opposing orientation for chromosomes expected to inherit only Crick or Watson strands) as previously described70. This is done to ensure accurate inversion detection and phasing.
Strand-seq inversion detection
Polymorphic inversions for G1–G3 were detected by mapping Strand-seq read orientation with respect to the reference genome as previously described71,72. For each sample, we selected 60+ Strand-seq libraries (range, 62–90) with a median of around 274,000 reads with mapping quality ≥10 per library, translating to about 0.67% genome (T2T-CHM13) being covered per library (Supplementary Fig. 41). Then we ran breakpointR73 (v.1.15.1) across selected Strand-seq libraries to detect points of strand-state changes73. We used these results to generate sample-specific composite files using breakpointR function ‘synchronizeReadDir’ as described previously71. Again, we ran breakpointR on such composite files to detect regions where Strand-seq reads map in reverse orientation and are indicative of an inversion. Lastly, we manually evaluated each reported inverted region by inspection of Strand-seq read mapping in UCSC Genome Browser74 and removed any low-confidence calls. We phased all inversions using Strand-seq data as well and then synchronized the phase with phased genome assemblies based on haplotype concordance. Lastly, we evaluated the Mendelian concordance of detected and fully phased inversions. We mark sites where at least half of the G3 samples were fully phased by Strand-seq and concordant with possible inherited G2 parental alleles as being Mendelian concordant (Supplementary Table 7).
Generation of phased genome assemblies
Phased genome assemblies were generated using two different algorithms, namely Verkko (v.1.3.1 and v.1.4.1)16 and hifiasm (UL) with ONT support (v.0.19.5)17. Owing to active development of the Verkko and hifiasm algorithms, assemblies were generated with two different versions. Phased assemblies for G2–G3 were generated using a combination of HiFi and ONT reads using parental Illumina k-mers for phasing. To generate phased genome assemblies of G1, we still used a combination of HiFi and ONT reads with the Verkko pipeline and used Strand-seq to phase assembly graphs75. Lastly, G4 samples were assembled using HiFi reads only with hifiasm (v.0.19.5).
Note that trio-based phasing with Verkko assigns maternal to haplotype 1 and paternal to haplotype 2. By contrast, for hifiasm assemblies, we report switched haplotype labelling such that haplotype 1 is paternal and haplotype 2 is maternal to match HPRC standard for hifiasm assemblies.
Evaluation of phased genome assemblies
To evaluate the base pair and structural accuracy of each phased assembly, we used a multitude of assembly evaluation tools as well as orthogonal datasets such as PacBio HiFi, ONT, Strand-seq, Illumina and Element data. Known assembly issues are listed in Supplementary Table 4. We note that we fixed four haplotype switch errors in our assembly-based variant callsets to avoid biases in subsequent analysis. The assembly-quality terminology used in this Article is described in Supplementary Note 8.
Strand-seq validation
We used Strand-seq data to evaluate directional and structural accuracy of each phased assembly. First, we aligned selected Strand-seq libraries for each sample to the phased de novo assembly using BWA66 (v.0.7.17-r1188). We next ran breakpointR73 (v.1.15.1) using aligned BAM files as the input. We then created directional composite files using the breakpointR function createCompositeFiles followed by running breakpointR on such composite files using the runBreakpointR function. This provided us, for any given sample, with regions where strand-state changes across all single-cell Strand-seq libraries. Many such regions point to real heterozygous inversions. However, regions where Strand-seq reads mapped in opposite orientation with respect to surrounding regions are probably caused by misorientation. Moreover, positions where the strand state of Strand-seq reads changes repeatedly in multiple libraries might be a sign of an assembly misjoin and such regions were investigated more closely to rule out any such large structural assembly inconsistencies.
Read to assembly alignment
To evaluate de novo assembly accuracy, we aligned sample-specific PacBio HiFi reads to their corresponding phased genome assemblies using Winnowmap76 (v.2.03) with the following parameters:
 -I 10G -Y -ax map-pb --MD --cs -L --eqx 
Flagger validation
Flagger9 was used to detect misassemblies using HiFi read alignments to the assemblies and the assemblies aligned to the reference genome. Regions were flagged on the basis of read alignment divergence and specific reference-biased regions. A reference-specific BED file (chm13v2.0.sd.bed) was used, setting a maximum read divergence of 2% and specifying reference-biased blocks. These flagged regions were analysed to identify collapses, false duplications, erroneous regions and correctly assembled haploid blocks with the expected read coverage.
We used Flagger v.0.3.3 (https://github.com/mobinasri/flagger) to run the flagger_end_to_end WDL.
Required inputs include following:
 
	 (1) Read-to-contig alignments—Winnowmap alignments of all HiFi reads to the assembly (hap1, hap2 and unassigned.fasta)

	 (2) A combined assembly fasta file with hap1, hap2 and unassigned contigs

	 (3) BAM alignments of assembly to the CHM13v2.0 reference


hap1, hap2 and unassigned fasta files of the assembly were aligned to CHM13v2.0 using a pipeline available at GitHub (https://github.com/mrvollger/asm-to-reference-alignment).
NucFreq validation
NucFreq77 (v.0.1) was used to calculate nucleotide frequencies for HiFi reads aligned using Winnowmap76 (v.2.03). This was used to identify regions of collapses, where the second-highest nucleotide count exceeded 5; and misassembly, where all nucleotide counts were zero.
The NucFreq analysis pipeline is available at GitHub (https://github.com/mrvollger/NucFreq).
Assembly base-pair quality
To evaluate the accuracy of the genome assembly, we used a pipeline that uses Meryl78 (v.1.0) to count the k-mers of length 21 from Illumina reads using the following command:
meryl k=21 count {input.fastq} output {output.meryl}
We then used Merqury78 (v.1.1), which compares the k-mers from the sequencing reads against those in the assembled genome and flags discrepancies where k-mers are uniquely found only in the assembly. These unique k-mers indicate potential base-pair errors. Merqury then calculates the quality value based on the k-mer survival rate, estimated from Meryl’s k-mer counts, providing a quantitative measure to assess the completeness and correctness of the genome assembly.
Gene completeness validation
To evaluate the completeness of single-copy genes in our assemblies, we used compleasm79 (v.0.2.4). Further details are available at GitHub (https://github.com/huangnengCSU/compleasm).
We ran compleasm with the following parameters:
 compleasm.py run -a {assembly.fasta} -o results/{sample.id} -t {threads} -l {params.lineage} -m {params.mode} -L {params.mb_downloads} 
 -l primates -m busco -L {params.mb_downloads} 
and downloaded using: compleasm_kit/compleasm.py download primates.
Assembly to reference alignment
All de novo assemblies were aligned to both GRCh38 as well as to the complete version of the human reference genome T2T-CHM13 (v2) using minimap2 (ref. 80) (v.2.24) with the following command:
 minimap2 -K 8G -t {threads} -ax asm20 \ 
--secondary=no --eqx -s 25000 \
 {input.ref} {input.query} \ | samtools view -F 4 -b - > {output.bam} 
A complete pipeline for this reference alignment is available at GitHub: (https://github.com/mrvollger/asm-to-reference-alignment).
We also generated a trimmed version of these alignments using the rustybam (v.0.1.33) (https://github.com/mrvollger/rustybam) function trim-paf to trim redundant alignments that mostly appear at highly identical SDs. With this, we aim to reduce the effect of multiple alignments of a single contig over these duplicated regions.
Definition of stable diploid regions
For this analysis, we use assembly to reference alignments (see the ‘Assembly to reference alignment’ section), reported as PAF files. We used trimmed PAF files reported by the rustybam trim-paf function. Stable diploid regions were defined as regions where phased genome assemblies report exactly one contig alignment for haplotype 1 as well as haplotype 2 and are assigned as ‘2n’ regions. Any region with two or more alignments per haplotype is assigned as ‘multi’ alignment. Lastly, regions with only single-contig alignment in a single haplotype are assigned as ‘1n’ regions. These reports were generated using the ‘getPloidy’ R function (Code availability).
Detection and analysis of meiotic recombination breakpoints
We constructed a high-resolution recombination map of G2 and G3 individuals using three orthogonal approaches that differ either on the basis of the underlying sequencing technology or on the detection algorithm applied to the data. The first approach is based on chromosome-length haplotypes extracted from Strand-seq data using R package StrandPhaseR81 (v.0.99). The second approach uses inheritance vectors derived from Mendelian consistency of small variants across the family pedigree13. Our final approach uses trio-based phased genome assemblies followed by small variant calling using PAV and Dipcall to more precisely define the meiotic breakpoints.
By contrast, a recombination map of G4 individuals was constructed using a combination of Strand-seq data for G3 spouses and an assembly-based variant callset (Dipcall) of G4 samples. Owing to the use of a low-variant density of Strand-seq-based haplotypes of G4 spouses, reported recombination breakpoints are of lower resolution in comparison to G2 and G3 samples (Supplementary Table 8).
Detection of recombination breakpoints using circular binary segmentation
To map meiotic recombination breakpoints using circular binary segmentation, we used two different datasets. The first dataset represents phased small variants (SNVs and indels) as reported by Strand-seq-based (SSQ) phasing22,81. The other is based on small variants reported in trio-based phased assemblies either by PAV8 (v.2.3.4) or Dipcall82 (v.0.3). With this approach, we set to detect recombination breakpoints as positions where a child’s haplotype switches from matching H1 to H2 of a given parent or vice versa. To detect these positions, we first established which homologue in a child was inherited from either parent by calculating the level of agreement between child’s alleles and homozygous variants in each parent. Next, we compared each child’s homologue to both homologues of the corresponding parent and encoded them as 0 or 1 if they match H1 or H2, respectively. We applied a circular binary segmentation algorithm on such binary vectors by using the R function fastseg implemented in the R package fastseg83 (v.1.46.0) with the following parameters: fastseg (binary.vector, minSeg={}, segMedianT=c (0.8, 0.2)). In the case of sparse Strand-seq haplotypes, we set the fastseg parameter minSeg to 20 and, in the case of dense assembly-based haplotypes, we used a larger window of 400 and 500 for Dipcall- and PAV-based variant calls to achieve comparable sensitivity in detecting recombination breakpoints. The regions with a segmentation mean of ≤0.25 are then marked as H1 while regions with a segmentation mean of ≥0.75 are assigned as H2. Regions with a segmentation mean in between these values were deemed to be ambiguous and were excluded. Moreover, we filtered out regions shorter than 500 kb and merged consecutive regions assigned the same haplotype (Code availability).
Detection of meiotic recombination breakpoints using inheritance vectors
DeepVariant calls (see the ‘Read-based variant calling’ section) from HiFi sequencing data from G1, G2 and G3 pedigree members allow us to identify the haplotype of origin for heterozygous loci in G3 and infer the occurrence of a recombination along the chromosome when the haplotype of origin changes between loci. An initial outline of the inheritance vectors was identified by first applying a depth filter to remove variants outside the expected coverage distribution per sample; inheritance was then sketched out using a custom script, requiring a minimum of 10 SNVs supporting a particular haplotype, and manually refined to remove biologically unlikely haplotype blocks, or add additional haplotype blocks, where support existed, and refine haplotype coordinates. Missing recombinations were identified from the occurrence of blocks of pedigree-violating variants, matching the location of assembly-based recombination calls. We developed a hidden Markov model framework to identify the most probable sequence of inheritance vectors from SNV sites using the Viterbi algorithm. For details including the transition/emission probabilities see ref. 18 and the associated GitHub repository (https://github.com/Platinum-Pedigree-Consortium/Platinum-Pedigree-Inheritance).
The transition matrix defines the probability of a given inheritance state transition (recombination). The emission matrix defines the probability that a variant call at a particular locus accurately describes the inheritance state. The values contained within transition and emission matrices were refined to recapitulate the previously identified inheritance vectors, while correctly identifying missing vectors. The Viterbi algorithm identified 539 recombinations, a maternal recombination rate of 1.29 cM per Mb, and a paternal recombination rate of 0.99 cM per Mb. Maternal bias was observed in the pedigree, with 57% of recombinations identified in G3 of maternal origin.
Merging of meiotic recombination maps
Meiotic recombination breakpoints reported by different orthogonal technologies and algorithms (see the sections ‘Detection of meiotic recombination breakpoints using circular binary segmentation’ and ‘Detection of meiotic recombination breakpoints using inheritance vectors’) were merged separately for G2 and G3 samples. We started with the G3 recombination map where we used an inheritance-based map as a reference and then looked for support of each reference breakpoint in recombination maps reported based on PAV, Dipcall and Strand-seq (SSQ) phased variants. A recombination breakpoint was supported if for a given sample and homologue an orthogonal technology reported a breakpoint no further than 1 Mb from the reference breakpoint. Any recombination breakpoint that is further apart is reported as unique. We repeated this for the G2 recombination map as well. However, in the case of the G2 recombination map, we used a PAV-based map as a reference. This is because inheritance-based approaches need three generations to map recombination breakpoints in G3. We also report a column called ‘best.range’, which is the narrowest breakpoint across all orthogonal recombination maps that directly overlaps with a given reference breakpoint. Lastly, we report a ‘min.range’ column that represents for any given breakpoint a range with the highest coverage across all orthogonal datasets. Merged recombination breakpoints are reported in Supplementary Table 8.
Meiotic recombination breakpoint enrichment
We tested enrichment of all (n = 1,503) recombination breakpoints detected in G2–G4 with respect to T2T-CHM13 if they cluster towards the ends of the chromosomes depending on parental homologue origin. For this, we counted the number of recombination breakpoints in the last 5% of each chromosome end specifically for maternal and paternal breakpoints. We then shuffle detected recombination breakpoints along each chromosome 1,000 times and redo the counts. For the permutation analysis, we used the R package regioneR84 (v.1.32.0) and its function permTest with the following parameters:
 permTest( A=breakpoints, B=chrEnds.regions, randomize.function=circularRandomizeRegions, evaluate.function=numOverlaps, genome=genome, ntimes=1000, allow.overlaps=FALSE, per.chromosome=TRUE, mask=region.mask, count.once=FALSE) 
Refinement of meiotic recombination breakpoints using MSA
Up to this point, all meiotic recombination breakpoints were called using variation detected with respect to a single linear reference (GRCh38 or T2T-CHM13). To alleviate any possible biases introduced by comparison to a single reference genome, we set out to refine detected recombination breakpoints for each inherited homologue (in child) directly in comparison to parental haplotypes from whom the homologue was inherited from. We start with a set of merged T2T-CHM13 reference breakpoints for G3 only by selecting the ‘best.range’ column (Supplementary Table 8). Then, for each breakpoint, we set a ‘lookup’ region to 750 kb on each side from the breakpoint boundaries and used the SVbyEye85 (v.0.99.0) function subsetPafAlignments to subset PAF alignments of a phased assembly to the reference (T2T-CHM13) to a given region. We next extract the FASTA sequence for a given region from the phased assembly. We did this separately for inherited child homologues (recombined) and the corresponding parental haplotypes that belong to a parent from whom the child homologue was inherited from.
Next, we created a multiple sequence alignment (MSA) for three sequences (child-inherited homologue, parental homologue 1 and parental homologue 2) using the R package DECIPHER86 (v.2.28.0; with the function AlignSeqs). Fasta sequences of which the size differ by more than 100 kb or their nucleotide frequencies differ by more than 10,000 bases are skipped due to increased computational time needed to align such different sequences optimally using DECIPHER. After MSA construction, we selected positions with at least one mismatch and also removed sites where both parental haplotypes carry the same allele. A recombination breakpoint is a region where the inherited child homologue is partly matching alleles coming from parental homologues 1 and 2. We therefore skipped analysis of MSAs in which a child’s alleles are more than 99% identical to a single parental homologue. If this filter is passed, we use the custom R function getAlleleChangepoints (Code availability) to detect changepoints where the child’s inherited haplotype switches from matching alleles coming from parental haplotype 1 to alleles coming from parental haplotype 2. Such MSA-specific changepoints are then reported as a new range where a recombination breakpoint probably occurred. Lastly, we attempt to report reference coordinates of such MSA-specific breakpoints by extracting 1 kb long k-mers from the breakpoint boundaries and matching such k-mers against reference sequence (per chromosome) using R package Biostrings (v.2.70.2) with its function ‘matchPattern’ and allowing for up to 10 mismatches. A list of refined recombination breakpoints is reported in Supplementary Table 8.
Detection of allelic gene conversion using phased genome assemblies
We set out to detect smaller localized changes in parental allele inheritance using a previously defined recombination map of this family. We did this analysis for all G3 samples (n = 8) in comparison to G2 parents. For this, we iterated over each child’s homologue (in each sample) and compared it to both parental homologues from which the child’s homologue was inherited from. We did this by comparing SNV and indel calls obtained from phased genome assemblies between the child and corresponding parent. To consider only reliable variants, we retained only those supported by at least two read-based callers (either DeepVariant-HiFi, Clair3-ONT or dragen-Illumina callset). We further retained only variable sites that are heterozygous in the parent and were also called in the child. After such strict variant filtering, we slide by two consecutive child’s variants at a time and compare them to both haplotype 1 and haplotype 2 of the respective parent of origin. For this similarity calculation, we use the custom R function getHaplotypeSimilarity (Code Availability). Then, for each haplotype segment, defined by recombination breakpoints, we report regions where at least two consecutive variants match the opposing parental haplotype in contrast to the expected parental homologue defined by recombination map. We further merge consecutive regions that are ≤5 kb apart. For the list of putative gene conversion events, we retained only regions that have not been reported as problematic by Flagger. We also removed regions that are ≤100 kb from previously defined recombination events and events that overlap centromeric satellite regions and highly identical SDs (≥99% identical). Lastly, we evaluated the list of putative allelic gene conversion events by visual inspection of phased HiFi reads.
Read-based variant calling
PacBio HiFi data were processed with the human-WGS-WDL available at GitHub (https://github.com/PacificBiosciences/HiFi-human-WGS-WDL/releases/tag/v1.0.3). The pipeline aligns, phases and calls small variants (using DeepVariant87 v.1.6.0) and SVs (using PBSV v.2.9.0; https://github.com/PacificBiosciences/pbsv). We used the aligned haplotype-tagged HiFi BAMs for all downstream PacBio analysis.
Clair3
Clair3 (ref. 88) (v.1.0.7) variant calls were made based on the alignments with default models for PacBio HiFi and ONT (ont_guppy5) data, respectively, with phasing and gVCF generation enabled. Variant calling was conducted on each chromosome individually and concatenated into one VCF. gVCFs were then fed into GLNexus89 with a custom configuration file.
PacBio HiFi
run_clair3.sh --bam_fn={input.bam} --sample_name={sample} --ref_fn={input.ref} --threads=8 --platform=hifi --model_path=/path/to/models/hifi --output={output.dir} --ctg_name={contig} --enable_phasing --gvcf
ONT
run_clair3.sh --bam_fn={input.bam} --sample_name={sample} --ref_fn={input.ref} --threads=8 --platform=ont --model_path=/path/to/models/ont_guppy5 --output={output.dir} --ctg_name={contig} --enable_phasing –gvcf
ONT reads for Clair3 calling were aligned with minimap2 (v.2.21) with the following parameters: -L --MD --secondary=no --eqx -x map-ont.
Generation of truth set of genetic variation using inheritance vectors
We used a previously established framework to define ground truth genetic variation13. Our analysis, in contrast to trio-based filtering, uses all four alleles to detect genotyping errors, whereas, in a trio, only two alleles are transmitted and observed. By testing the genotype patterns in the third generation against the phased haplotypes of the first generation (A,B,C,D), we can test for the correct transmission of alleles from the second to third generations. We establish a map of the haplotypes across the third generation (inheritance vector) from which we can adjudicate variant calls against. To test for pedigree consistency, we implemented code that uses the inheritance vector as the expected haplotypes and test the possible genotype configurations within the query VCF file. Using the haplotype structure, we phase the pedigree consistent variants. These functions are implemented as a single binary tool that requires the inheritance vectors and a standard formatted VCF file, for example:
 concordance -i ceph.grch38.hifi.g3.csv –father NA12877 –mother NA12878 –vcf input.vcf –prefix pedigree_filtered > info.stdout 
The pedigree filtering and additional steps to build a small variant truth set are available at GitHub (https://github.com/Platinum-Pedigree-Consortium/Platinum-Pedigree-Inheritance).
Detection of small de novo variants
Following the parameters outlined previously10, we called variants in HiFi data aligned to T2T-CHM13 using GATK HaplotypeCaller90 (v.4.3.0.0) and DeepVariant87 (v.1.4.0) and naively identified variants unique to each G2 and G3 sample. We separated out SNV and indel calls and applied basic quality filters, such as removing clusters of three or more SNVs in a 1 kb window. We combined this set of variant calls generated by a secondary calling method (https://github.com/Platinum-Pedigree-Consortium/Platinum-Pedigree-Inheritance/blob/main/analyses/Denovo.md) and subjected all calls to the following validation process.
We validated both SNVs and indels by examining them in HiFi, ONT and Illumina read data, excluding reads that failed to reach the mapping quality (59 for long reads, 0 for short reads) thresholds. Reads with high base quality (>20) and low base quality (<20) at the variant site were counted separately. We retained variants that were present in at least two types of sequencing data for the child, and absent from high-base-quality parental reads. For SNV calls, we next examined HiFi data for every sample in the pedigree. We determined an SNV was truly de novo if it was absent from every family member that was not a direct descendant of the de novo sample. Finally, we examined the allele balance of every variant, determined which variants were in TRs and re-evaluated parental read data across all sequencing platforms, removing variants with noisy sequencing data or more than two low-quality parental reads supporting the alternative allele (Supplementary Note 9).
DNM phasing and postzygotic assignment
To determine the parent of origin for the de novo SNVs, we re-examined the long reads containing the de novo allele. First, we used our initial GATK variant calls to identify informative sites in an 80 kb window around the DNM, selecting any single-nucleotide polymorphisms (SNPs) where one allele could be uniquely assigned to one parent (for example, a site that is homozygous reference in a father and heterozygous in a mother). For every DNM, we evaluated every ONT and HiFi read that aligned to the site of the de novo allele and assigned it to either a paternal or maternal haplotype (if informative SNPs were available) by calculating an inheritance score as outlined previously10. DNMs that were exclusively assigned to maternal or paternal haplotypes were successfully phased, whereas DNMs on conflicting haplotypes were excluded from our final callset. Unphased variants were determined to be postzygotic in origin (n = 7) if their allele balance was not significantly different across platforms (by a χ2 test) and if their combined allele balance was significantly different from 0.5.
Once we assigned every read to a parental haplotype, we counted the number of maternal and paternal reads that had either the reference or alternative allele. We determined that a DNM was germline in origin if it was present on every read from a given parent’s haplotype. Conversely, if a DNM was present on only a fraction of reads from a parental haplotype, we determined that it was postzygotic in origin.
Sex chromosome DNM calling and validation
To identify DNMs on the X chromosome, we applied the same strategy as autosomal variants, with one exception: we used only variant calls generated by GATK. For male individuals, we reran GATK in haploid mode, such that it would only identify one genotype on the X chromosome.
To identify DNMs on the Y chromosome, we aligned male HiFi, ONT and Illumina data to the G1-NA12889 chromosome Y assembly and then called variants using GATK in haploid mode on the aligned HiFi data. We directly compared each male to his father, selecting variants unique to the son. We validated SNVs and indels by examining the father’s HiFi, ONT and Illumina data and excluded any variants that were present in the parental reads, applying the same logic that we used for autosomal variants.
Callable genome and mutation rate calculations
To determine where we were able to identify de novo variation in the genome, we assessed HiFi data for every trio. We first used GATK HaplotypeCaller90 (v.4.3.0.0) with the option ‘ERC BP_RESOLUTION’ to generate a genotype call at every site in the genome. Only sites where both parents were genotyped as homozygous reference (0/0) were considered callable, as sites with a parental alternative allele were excluded from our de novo discovery pipeline. We then examined the HiFi reads from a sample and its parents, restricting to only primary alignments with mapping quality of at least 59. For children, we only considered HiFi reads derived from blood, but we considered blood and cell line data for parents. We counted the number of reads with a minimum base quality score of 20 at every site in the genome and then combined this information with our variant calls. A site was deemed to be callable if both parents and the child each had at least one high-quality read with a high-quality base call. We observed an average of 2.67 Gb of accessible sequence across the autosomes (out of 2.90 Gb total, s.d. = 24.9 Mb). For female children, callable X chromosome was determined in the same way, whereas, for the male children, we only considered the mother’s HiFi data when examining the X chromosome and the father’s HiFi data when examining the Y chromosome. Moreover, male sex chromosomes were not restricted to sites where both parents were genotyped as reference—each parent was allowed to carry an alternative allele.
We calculated the germline autosomal mutation rate for every sample by dividing the number of germline autosomal DNMs by twice the number of base pairs we determined to be callable. For PZMs, we used the same denominator. In female individuals, the amount of callable sex chromosomes was defined as twice the number of callable bases on the X chromosome, and in males it was defined as the sum of the callable bases on the X and Y chromosomes. For each feature-specific mutation rate (such as SDs), we intersected both a sample’s de novo SNVs and the sample’s callable regions with coordinates of the relevant feature. We then calculated the mutation rate by dividing the number of SNVs in the region by the amount of callable genomic sequence where alignments could be reliably made.
Analysis of STRs and VNTRs
Given the challenges associated with assaying mutations in STRs (1–6 bp motifs) and VNTRs (≥7 bp motifs), we applied a targeted HiFi genotyping strategy coupled with validation by transmission and orthogonal sequencing.
Defining the TR catalogues
The command trf-mod -s 20 -l 160 {reference.fasta} was used, resulting in a minimum reference locus size of 10 bp and motif sizes of 1 to 2,000 bp (https://github.com/lh3/TRF-mod)91. Loci within 50 bp were merged, and then any loci >10,000 bp were discarded. The remaining loci were annotated with tr-solve (https://github.com/trgt-paper/tr-solve) to resolve locus structure in compound loci. Only TRs annotated on Chromosomes 1–22, X and Y were considered (Data availability).
TR genotyping with TRGT
TRGT32 is a software tool for genotyping TR alleles using PacBio HiFi sequencing reads (https://github.com/PacificBiosciences/trgt). Provided with aligned HiFi sequencing reads (in BAM format) and a file that enumerates the genomic locations and motif structures of a collection of TR loci, TRGT will return a VCF file with inferred genotypes at each TR locus. In this analysis, we ran TRGT (v.0.7.0-493ef25) on each member of the CEPH 1463 pedigree using the TR catalogue defined above. TRGT was run using the default parameters:
 trgt --threads 32 --genome {in_reference} --repeats {in_bed} --reads {in_bam} --output-prefix {out_prefix} --karyotype {karyotype}` bcftools sort -m 3072M -Ob -o {out_prefix}.sorted.vcf.gz {out_prefix}.vcf.gz bcftools index --threads 4 {out_prefix}.sorted.vcf.gz samtools sort -@ 8 -o {out_prefix}.spanning.sorted.bam {out_prefix}.spanning.bam samtools index -@ 8 {out_prefix}.spanning.sorted.bam 
Measuring concordant inheritance of TRs
To determine the concordant inheritance of TRs, we calculated the possible Manhattan distances derived from all possible combinations of a proband’s allele length (AL) from TRGT with both the maternal and paternal AL values. We considered a locus to be concordant if the minimum Manhattan distance from all computed distances was found to be 0, suggesting that a combination of the proband’s AL values matched the parental AL values perfectly. By contrast, if the minimum Manhattan distance was greater than 0, suggesting that all combinations of the proband’s AL values exhibited some deviation from the parental AL values, we regarded the locus as discordant and recorded it as a potential Mendelian inheritance error. For each TR locus, we calculated the number of concordant trios, the number of MIE trios and the number of trios that had missing values and could not be fully genotyped. Loci with any missing genotypes were excluded when calculating the percent concordance; however, individual complete trios were considered for de novo variant calling below.
Calling de novo TRs
We focused de novo TR calling on G3 for several reasons. First, their G2 parents (NA12877 and NA12878) were sequenced to 99 and 109 HiFi sequencing depths, resulting in a far lower chance of parental allelic dropout than samples with more modest sequencing depths. Second, G1 DNA was derived from cell lines, increasing the risk of artefacts when calling DNMs in G2. And finally, DNMs in the two individuals in G3 with sequenced children in our study can be further assessed by transmission.
We used TRGT-denovo33 (v.0.1.3), a companion tool to TRGT, to enable in-depth analysis of TR DNMs in family trios using HiFi sequencing data (https://github.com/PacificBiosciences/trgt-denovo). TRGT-denovo uses consensus allele sequences and genotyping data generated by TRGT and also incorporates additional evidence from spanning HiFi reads used to predict these allele sequences. In brief, TRGT-denovo extracts and partitions spanning reads from each family member (mother, father and child) to their most likely alleles. Parental spanning reads are realigned to each of the two consensus allele sequences in the child, and alignment scores (which summarize the difference between a parental read and a consensus allele sequence) are computed for each read. At every TR locus, each of the two child alleles is independently considered as a putative de novo candidate. For each child allele, TRGT-denovo reports the presence or absence of evidence for a de novo event, which includes the following: denovo_coverage (the number of reads supporting a unique AL in the child that is absent from the parent’s reads); overlap_coverage (the number of reads in the parents supporting an AL that is highly similar to the putative de novo allele); and magnitude of the putative de novo event (expressed as the absolute mean difference of the read alignment scores with de novo coverage relative to the closest parental allele).
Calculating the size of a de novo TR expansion or contraction
We measured the sizes of de novo TR alleles with respect to the parental TR allele that most likely experienced a contraction or expansion event. If TRGT-denovo reported a de novo expansion or contraction at a particular locus, we did the following to calculate the size of the event.
Given the ALs reported by TRGT for each member of the trio, we computed the difference in size (which we call a ‘diff’) between the de novo TR allele in the child and all four TR alleles in the child’s parents. For example, if TRGT reported ALs of 100,100 in the father, 50,150 in the mother, and 200,100 in the child, and the allele of length 200 was reported to be de novo in the child, the diffs would be 100,100 in the father and 150,50 in the mother. If we were able to phase the de novo TR allele to a parent of origin, we simply identify the minimum diff among that parent’s ALs and treat it as the likely expansion/contraction size. Otherwise, we assume that the smallest diff across all parental ALs represents the likely de novo size.
De novo filtering
We applied a series of filters to the candidate TR DNMs (identified by TRGT-denovo) to remove likely false positives. For each de novo allele observed in a child, we required the following (Supplementary Notes 9 and 10):
 
	HiFi sequencing depth in the child, mother, and father ≥10 reads.

	The candidate de novo AL in the child must be unique: as in ref. 37, we removed candidate de novo TR alleles if (1) the child’s de novo AL matched one of the father’s ALs and the child’s non-de novo AL matched one of the mother’s ALs or (2) the child’s de novo AL matched one of the mother’s ALs and the child’s non-de novo AL matched one of the father’s ALs.

	The candidate de novo allele must represent an expansion or contraction with respect to the parental allele.

	At least two HiFi reads supporting the candidate de novo allele (denovo_coverage ≥ 2) in the child, and at least 20% of total reads supporting the candidate de novo allele (child_ratio ≥ 0.2).

	Fewer than 5% of parental reads likely supporting the candidate de novo AL in the child.


To calculate TR DNM rates in a given individual, we first calculated the total number of TR loci (among the ~7.8 million loci genotyped using TRGT) that were covered by at least 10 HiFi sequencing reads in each member of the focal individual’s trio (that is, the focal individual and both of their parents). We then divided the total count of de novo TR alleles by the total number of callable loci to obtain an overall DNM rate, expressed per locus per generation. Finally, we divided that rate by 2 to produce a mutation rate expressed per locus, per haplotype, per generation. As shown in Fig. 3a, we also estimated DNM rates as a function of the minimum motif size observed within a locus. For example, a locus with motif structure AT(n)AGA(n)T(n) would have a minimum motif size of 1. We counted the number of TR DNMs that occurred at loci with a minimum motif size of N and divided that count by the total number of TR loci with a minimum motif size of N that passed filtering thresholds. We then divided that rate by 2 to produce a mutation rate per locus, per haplotype, per generation. When calculating STR, VNTR and complex mutation rates, we defined STR loci as loci at which all constituent motifs were between 1 and 6 bp; we defined VNTR loci as loci at which all motifs were larger than 6 bp; and we defined complex loci as loci at which there were both STR (1–6 bp) and VNTR (≥7 bp) motifs. For example, both an A(n) locus and an AT(n)AGA(n)T(n) locus would be classified as STRs, as they both purely contain STR motifs.
Previous studies usually measured STR mutation rates at loci that are polymorphic within the cohort of interest. To generate mutation rate estimates that are more consistent with these previous studies, we also calculated the number of STR loci that were polymorphic within the CEPH 1463 pedigree. Loci were defined as polymorphic if at least two unique ALs were observed among the CEPH 1463 individuals at a given TR locus. We note that this definition of polymorphic STRs is sensitive to both the size of the cohort and the sequencing technology used to genotype STRs. As discussed in previous studies37, the number of polymorphic loci is proportional to the size of the cohort. Moreover, by defining loci as polymorphic if we observed more than one unique AL across the cohort, we may erroneously classify loci as polymorphic if HiFi sequencing reads exhibited a substantial amount of stutter at those loci, producing variable estimates of STR ALs across individuals. In total, 1,096,430 STRs were polymorphic within the cohort. To calculate mutation rates in each G3 individual, we applied the same coverage quality thresholds as described above.
Phasing of TRs
The STRs genotyped by TRGT were phased using HiPhase92 (v.1.0.0-f1bc7a8). We followed HiPhase’s guidelines for jointly phasing small variants, SVs and TRs by inputting the relevant VCF files from DeepVariant, PBSV and TRGT into HiPhase, resulting in three phased VCF files for each analysed sample. We also activated global realignment through the --global-realignment-cputime parameter to improve allele assignment accuracy. Note that HiPhase specifically excludes variants that fall entirely within genotyped STRs from the phasing process. This is motivated because STRs often encompass numerous smaller variants.
 hiphase --threads 32 --io-threads 4 --sample-name {sample_id} --vcf {in_vcf_deepvariant} --vcf {in_vcf_pbsv} --vcf {in_vcf_trgt} --output-vcf {out_vcf_deepvariant} --output-vcf {out_vcf_pbsv} --output-vcf{out_vcf_trgt} --bam {in_bam} --reference {in_reference} --summary-file {out_summary} --blocks-file {out_blocks} --global-realignment-cputime 300 
Parent-of-origin determination
We used the phased genotypes inferred by HiPhase to determine the likely parent of origin for de novo TR expansions and contractions. For each phased de novo allele that we observed in a child, we examined all informative SNVs in that child’s parents ±500 kb from the de novo allele. We defined informative sites using the following criteria: sites must be biallelic SNVs; total read depth in the mother, father and child must be at least 10 reads; Phred-scaled genotype quality in the mother, father and child must be at least 20; the child’s genotype must be heterozygous; and the parents’ genotypes must not be identical-by-state. Using the child’s phased SNV VCF, we then determine whether the child’s REF or ALT allele at the informative site was inherited from either the mother or father. For example, if the mother’s genotype is 0/0, the father’s genotype is 0/1 (note that the parental genotypes need not be phased), and the child’s genotype is 1|0, we know that the child’s first haplotype was inherited from the father and the second haplotype was inherited from the mother. We repeat this process for all informative sites within the ±500 kb interval. We then find the N informative sites that are (1) closest to the de novo TR allele (either upstream or downstream) while (2) supporting a consistent inheritance pattern in the child (that is, all support the same parent of origin for the child’s two haplotypes) and (3) all reside within the same HiPhase phase block (defined using the PS tag in the HiPhase output VCF). Finally, we use the phased TR VCF produced by HiPhase to check whether the de novo allele was phased to either the first or second haplotype in the child. We then confirm that the de novo allele shares the same PS tag as the informative sites identified above and use the N informative sites to determine whether the haplotype to which the de novo allele was phased was probably inherited from either the mother or the father.
Measuring concordance with orthogonal sequencing technology
At each candidate de novo TR allele, we calculated concordance between the de novo ALs estimated by TRGT and the ALs supported by Element, ONT or HiFi reads. We restricted our concordance analyses to autosomal TR loci with a single expansion or contraction (that is, we did not analyse ‘complex’ TR loci containing multiple unique expansions and/or contractions).
TRGT reports two AL estimates for every member of a trio at an autosomal TR locus, and TRGT-denovo assigns one of these two ALs to be the de novo AL in the child. At each TR locus, we calculated the difference between the length of the locus in the reference genome (in base pairs) and each of the two ALs in a given individual. We refer to the difference between the TRGT AL and the reference locus size as the relative AL. We then queried BAM files containing Element, Illumina, ONT or PacBio HiFi reads at each TR locus. Using the pysam library (https://github.com/pysam-developers/pysam), we iterated over all reads that completely spanned the TR locus and had a mapping quality of 60. To estimate the AL of a TR expansion/contraction in a read with respect to the reference genome, we counted the number of nucleotides associated with every CIGAR operation that overlapped the TR locus. For example, an Element read might have the following CIGAR string: 100M2D10M6I32M. For each of the CIGAR operations that overlap the TR locus, we increment a counter by OP * BP, where OP equals 0 for ‘match’ CIGAR operations, 1 for ‘insertion’ operations, and -1 for ‘deletion’ operations, and BP equals the number of base pairs associated with the given CIGAR operation. Thus, at each TR locus, we generated a distribution of net CIGAR operations in each member of the trio.
We used these net CIGAR operations to validate candidate de novo TR alleles in each child. For each de novo TR allele, we calculated the number of Element reads in the child that supported the de novo AL estimated by TRGT (allowing the Element reads to support the de novo AL ± 1 bp). We then calculated the number of Element reads in that child’s parents supporting the de novo AL (also allowing for off-by-one errors). If at least one Element read supported the de novo TR AL in the child, and zero Element reads supported the de novo TR AL in both parents, we considered the de novo TR to be validated.
Validating recurrent TR DNMs
To assemble a confident list of candidate recurrent de novo TR alleles, we first assembled a list of TR loci where two or more CEPH 1463 individuals (in either G2, G3 or G4) harboured evidence for a de novo TR allele. For each candidate locus, we then required that all members of the CEPH 1463 pedigree were genotyped for a TR allele at the locus and had at least 10 aligned HiFi reads at the locus. These filters produced a list of 49 candidate loci where we observed evidence of either intragenerational or intergenerational recurrence. We visually inspected HiFi read evidence using the Integrated Genomics Viewer (IGV)93, as well as bespoke plots of HiFi CIGAR operations, at each locus to determine whether the candidate de novo TR alleles seemed plausible.
Detection and filtering of de novo SVs
We attempted to obtain putative de novo SVs from three different sources. The first one is based on reporting de novo SVs from read-based callsets (PBSV (v.2.9.0), Sniffles94 (v.0.12.0), Sawfish95 (v.2.2)). The second reports putative de novo SVs from variants called in phased genome assemblies. The last used pangenome graphs constructed from phased genome assemblies to report de novo SVs.
Assembly-based detection of de novo SVs
 
	 (1) SVPOP8 (v.3.4.0) (https://github.com/EichlerLab/svpop) was used to produce a merged PAV callset across all samples. It merges a single source (single SV caller) across multiple samples. The merge definition used was: nr::ro:szro:exact:match. The samples were provided in this order (G1–G2–G3): NA12889, NA12890, NA12891, NA12892, NA12877, NA12878, NA12879, NA12881, NA12882, NA12883, NA12884, NA12885, NA12886, NA12887.

	 (2) For each sample in G3, we selected variants unique to that sample alone.

	 (3) To compare variant calls against the previous generation, SVPOP was used again to do a PBSV/PAV intersection. This involved intersecting the PAV calls for G3 with the PBSV calls for G2, comparing each sample in G3 against each sample in G2.

	 (4) The callable BED files from PAV, intersections with G2’s PBSV calls, and the list of putative de novo calls went into our validation pipeline.

	 (5) The pipeline (1) checks if the putative de novo variant was called by PBSV in either parent. (2) Checks if the putative de novo variant is seen in HiFi reads in either parent by running subseq (https://github.com/EichlerLab/subseq). (3) Checks if the variant was in a callable region in either parent. (4) Performs an MSA using DECIPHER of the two haplotypes of the sample, and both parents, in the location of the SV with 1,000 bp flank on either side.


Pangenome graph detection of de novo SVs
Verkko assemblies were partitioned by chromosome by mapping them against the GRCh38, T2T-CHM13 and HG002 (v.1.0.1) human reference genomes using WFMASH (v.0.13.1-251f4e1) pangenome aligner. On each set of contigs, we applied PGGB (v0.6.0-87510bc) to build chromosome-level unbiased pangenome variation graphs96 with the following parameters: -s 20k -p 95 -k 47 -V chm13:100000, grch38:100000. We used the Variation graph toolkit97 (v.1.40.0) to call variants from the graphs with respect to both the T2T-CHM13 and GRCh38 reference genomes. Variants were then decomposed by applying VCFBUB (v.0.1.0-26a1f0c) to retain those found in top-level bubbles that are anchored on the genome used as reference, and VCFWAVE (v.1.0.3) to homogenize SV representation across samples. Subsequently, raw VCF files were used as an input for pedigree-based filtering of putative de novo SVs.
De novo SV filtering in SV callsets (PGGB, PAV, PBSV, Sniffles, Sawfish)
Filtering of de novo SVs was done using BCFtools (v.1.17) +fill-tags followed by filtering the joint-called VCF for singleton-derived alleles at sites where all samples had a genotype call. By considering all G2/G3 family members (not just trios), we increased de novo SV specificity. We used the command line:
bcftools view -i 'INFO/AC = 1' {VCF FILE} | bcftools +fill-tags -- -t 'all,F_MISSING' | bcftools view -i 'F_MISSING = 0.0' --max-alleles 2 | bcftools view --samples {SAMPLE} | bcftools +fill-tags | bcftools view -i 'INFO/AC = 1' | bcftools view -i '(ILEN < -49 || ILEN > 49)' | bcftools view -i 'QUAL > 49' | vcf2tsv
All candidate de novo SVs collected across all regions of the genomes were further evaluated using phased genome assemblies and long-read alignments. Further details are provided in Supplementary Note 10.
Extracting donor site of de novo SVA insertion
We first extracted an inserted SVA element in the de novo Verkko assembly of NA12887 (maternal haplotype, haplotype 1). Next, we used minimap2 (ref. 80) (v.2.24) to align this ~3.4-kb-long piece of DNA to both maternal and paternal Verkko assemblies using the parameters reported below:
 minimap2 -x asm20 -c --eqx --secondary=yes {assembly.fasta} {sva.fasta} > {output.paf} 
With these parameters we reported all locations of this DNA segment. We defined a putative donor site as an alignment position in maternal haplotype that has nearly perfect match with SVA de novo insertion.
Analysis of centromeric regions
To identify completely and accurately assembled centromeres from each genome assembly, we first aligned the genome assemblies generated via Verkko16 or hifiasm (UL)17 to the T2T-CHM13 reference genome1 using minimap2 (ref. 80) and the following parameters: -a --eqx -x asm20 -s 5000 -I 10G -t {threads}. We then filtered the whole-genome alignments to only those contigs that aligned to the centromeres in the T2T-CHM13 reference genome. We checked whether these centromeric contigs spanned the centromeres by checking to see whether they contained sequence from the p- and the q-arms in the regions directly adjacent to the centromere. We then validated the assembly of the centromeric regions by aligning native PacBio HiFi data from the same source genome to each whole-genome assembly using pbmm2 (v.1.1.0; https://github.com/PacificBiosciences/pbmm2) and the following command: align --log-level DEBUG --preset SUBREAD --min-length 5000 -j {threads}, and next assessed the assemblies for uniform read depth across the centromeric regions via NucFreq77 (v.0.1). We also aligned native ONT data >30 kb in length from the same source genome to each whole-genome assembly using minimap2 (v.2.28) and assessed the assemblies for uniform read depth across the centromeric regions using IGV browser93.
To identify de novo SVs and SNVs within each centromeric region, we first aligned each child’s genome assembly to the relevant parent’s genome assembly using minimap2 and the following parameters: -a --eqx -x asm20 -s 5000 -I 10G -t {threads}. We then used the resulting PAF file to identify de novo SVs and SNVs using SVbyEye85 (v.0.99.0), filtering our results to only those centromeres that were completely and accurately assembled. We checked each SV and SNV call with NucFreq, Flagger9 and native ONT data to ensure that the underlying data supported each call. Further details are provided in Supplementary Notes 9 and 10.
Analysis of telomeric regions
We processed all G1, G2 and G3 assemblies with Tandem Repeats Finder (TRF)91 to determine the existence of the canonical telomeric repeat (p-arm, CCCTAA; q-arm, TTAGGG) within the distal regions of each assembled contig; TRF (v.4.09.1) was run with parameters: '2 7 7 80 10 50 10 -d -h-ngs', recommended for young (in this context, non-deteriorated) repeats as implemented in RepeatMasker (v.4.1.6). The assembled contigs, in turn, were aligned to the T2T-CHM13 reference with minimap2 (ref. 80) (v.2.24) using the asm20 preset to establish the identities of each sequence (that is, whether a given contig represented the whole reference chromosome or a part of it, and whether it should be reverse-complemented to represent it canonically). With identities established, TRF annotations were crawled from the outside in (from the 5′ end on p-arms and from the 3′ end on q-arms, with respect to reverse complementarity as reported by minimap2) until the canonical repeat was encountered; incidences of non-canonical interspersed repeats were also retained.
Moreover, PacBio HiFi reads were mapped to the contigs to assess by how many HiFi reads each region of each assembly was supported (coverage depth); distal regions supported by fewer than five HiFi reads were masked. Of the non-acrocentric chromosome ends across all G1, G2 and G3 samples, 74.2% of the Verkko assemblies (893 out of the possible 1,204 across all participants and haplotypes) were found to terminate in a canonical telomeric repeat (either spanning from the very start or end of the contig, or immediately adjacent to the region masked due to low coverage) with the median length of such repeats being 5,608 bp (Supplementary Table 3). Moreover, out of the T2T-CHM13 chromosomes for which both p and q telomeric ends were recovered, 64.6% (221 out of 342) were represented each by a single assembled contig spanning from the p telomere to the q telomere.
The G4 hifiasm assemblies were processed in the same fashion; however, only 56.8% of the telomeric regions (342 out of the possible 602) were recovered (Supplementary Fig. 3) with a median length of the canonical repeat being 4,674 bp (Supplementary Table 3; same as for G1–G3), and the contiguity was markedly worse: only one chromosome (chromosome 9 in haplotype 1 of individual G4-200101) was verifiably spanned by a single contig (h1tg000017l).
CpG methylation analysis
To determine the CpG methylation status of each centromere, we first base called raw ONT data with Guppy (https://community.nanoporetech.com; v.6.5.7) using the sup-prom model and the dna_r9.4.1_450bps_modbases_5hmc_5mc_cg_sup_prom.cfg config file. Next, we aligned the ONT data from each sample to the respective genome assembly using minimap2 (ref. 80) (v.2.28) with the following parameters: -ax lr:hq -y -t 4 -I 8 g. We converted the resulting BAM file to a bedMethyl file using modbam2bed (https://github.com/epi2me-labs/modbam2bed) and the following parameters: -e -m 5mC --cpg -t {threads} {input.bam} > {output.bed}. Next, we converted the bedMethyl file into a bedGraph using the following command: awk ‘BEGIN {OFS=“\t”}; {print $1, $2, $3, $11}’ {input.bed} | grep -v “nan” | sort -k1,1 -k2,2n > {output.bedgraph} and subsequently converted the bedGraph into a bigwig using bedGraphToBigWig (https://www.encodeproject.org/software/bedgraphtobigwig/) and then visualized the bigwig file using Integrative Genomics Viewer93,98 (v.2.16.0). To determine the size of a hypomethylated region (termed the CDR2,39) in each centromere, we used CDR-Finder (https://github.com/arozanski97/CDR-Finder), which first bins the bedGraph into 5 kb windows, computes the median CpG methylation frequency within windows containing α-satellite (as determined by RepeatMasker99 (v.4.1.0)), selects bins that have a lower CpG methylation frequency than the median frequency in the region, merges consecutive bins into a larger bin, filters for merged bins >50 kb and reports the location of these bins.
Y-chromosomal analysis
Construction and dating of Y phylogeny
The construction and dating of Y-chromosomal phylogeny for 58 total samples, combining the 14 pedigree males from the current study with 44 individuals, for which long-read-based Y assemblies have previously been published, was done as described previously in detail52. In brief, all sites were called from the Illumina high-coverage data14 of the 14 pedigree males using the approximately 10.4 Mb of Y-chromosomal sequence previously defined as accessible to SRS100. BCFtools101,102 (v.1.16) was used with a minimum base quality 20, mapping quality 20 and ploidy 1. SNVs within 5 bp of an indel call (SnpGap) and all indels were removed, followed by filtering all calls for a minimum read depth of 3 and a requirement of ≥85% of reads covering the position to support the called genotype. The VCF was merged with a similarly filtered VCF from ref. 52 for the 44 individuals using BCFtools, and then sites with ≥5% of missing calls, that is, missing in more than 3 out of 58 samples, were removed using VCFtools103 (v.0.1.16). After filtering, a total of 10,404,104 sites remained, including 13,443 variant sites.
The Y haplogroups of each sample were predicted as previously described104 and correspond to the International Society of Genetic Genealogy nomenclature (ISOGG; https://isogg.org; v.15.73). A coalescence-based method implemented in BEAST105 (v.1.10.4) was used to estimate the ages of internal nodes. RAxML106 (v.8.2.10) with the GTRGAMMA substitution model was used to construct a starting maximum-likelihood phylogenetic tree for BEAST. Markov-chain Monte Carlo samples were based on 200 million iterations, logging every 1,000 iterations, with the first 10% of iterations discarded as a burn-in. A constant-sized coalescent tree prior, the GTR substitution model, accounting for site heterogeneity (gamma), and a strict clock with a normal distribution based on the 95% CI of the substitution rate (0.76 × 10−9 (95% CI = 0.67 × 10−9–0.86 × 10−9) single-nucleotide mutations per base pair per year) was used107. A summary tree was produced using Tree-Annotator (v.1.10.4) and visualized using the FigTree software (v.1.4.4).
Identification of sex-chromosome contigs
Detailed analysis of Y-chromosomal DNMs focused on seven male individuals (R1b1a-Z302 Y haplogroup, G1-NA12889, G2-NA12877, G3-NA12882, G3-NA12883, G3-NA12884 and G3-NA12886) for whom phased Verkko assemblies were generated. Contigs containing X- and Y-chromosomal sequences were identified and extracted from the whole-genome assemblies as previously described52. Moreover, the pseudoautosomal regions from the G1 grandmother NA12890 and G2 mother NA12878 genome assemblies were identified by aligning the respective sequences from the T2T-CHM13 reference genome to these assemblies using minimap2 (ref. 80) (v.2.26).
Annotation of Y-chromosomal subregions
The annotation of Y-chromosomal subregions of the Verkko assemblies was performed using both the GRCh38 and T2T-CHM13 Y reference sequences as previously described52. The centromeric α-satellite repeats for the purpose of Y subregion annotation were identified using RepeatMasker99 (v.4.1.2-p1) with the default parameters. The Yq12 repeat annotations were generated using HMMER108 (v.3.3.2dev) with published DYZ1, DYZ2, DYZ18, 2k7bp and 3k1bp sequences52, followed by manual checking of repeat unit orientation and distance from each other. Dot plots to compare Y-chromosomal sequences were generated using Gepard109 (v.2.0).
Detection and validation of DNMs
Human Y chromosomes vary extensively in the size and composition of repetitive regions52, including the T2T-CHM13 Y (haplogroup J1a-L816) and the R1b1a-Z302 haplogroup Y chromosomes carried by the seven pedigree males (Supplementary Note 6). For this reason, the Y assembly of the G1 grandfather NA12889 was used as a reference for DNM detection. The DNMs were called from the Y assemblies of five G2 (NA12877) and G3 (NA12882, NA12883, NA12884 and NA12886) males using Dipcall82 (v.0.3) with the default parameters recommended for male samples. Variants were identified from the MSY only, that is, the pseudoautosomal regions were excluded from this analysis. All identified variants were filtered as follows: any variant calls overlapping with regions flagged by Flagger or NucFreq in either reference or query assembly were filtered out.
For SNVs, the final filtered calls were supported by 100% of HiFi reads (that is, no reads supported the reference allele in offspring or alternative allele in the father) and ONT reads mapped to both the reference and each individual assembly were checked for support.
For indels (≤50 bp), homopolymer tracts were excluded from the analysis, while the rest of the calls were validated using the read data (HiFi, ONT, Illumina) as follows. Individual reads mapped to the reference (G1 NA12889 Y assembly) and covering the indel call plus 150 bp of flanking sequence were extracted from all samples using subseq (https://github.com/EichlerLab/subseq), followed by alignment using MAFFT110,111 (v.7.508) with the default parameters. All alignments were manually checked and any calls where the HiFi data had two or more reads supporting a reference allele and one or more reads supporting an alternative allele were removed. All final SNV and indel calls were additionally supported (if unique mapping to the region was possible) by both Illumina and Element read data mapped to the reference.
For all SV calls, HiFi read depth for reference and alternative alleles were visualized and SVs in regions showing high levels of read depth variation coinciding with clusters of SNVs with >10% of reads supporting an alternative allele removed. HiFi and ONT reads mapped to both the reference and individual assemblies were checked for support.
For all variants, concordance with the expected transmission through generations was confirmed. Moreover, the HiFi data available for three G4 male individuals (200101, 200102 and 200105) were checked for support of the identified variants.
Y-chromosomal DNM rate calculation
The assembly-based DNM rates were calculated for each of the five male individuals based on the accessible regions of each individual Y assembly (that is, any regions flagged by Flagger and/or NucFreq were removed).
Mobile element analysis
Mobile element analysis was performed on PacBio HiFi reads using xTea112 (v.0.1.9). Potential non-reference mobile element insertions (MEI) identified with xTea were visualized using IGV to ensure that the insertions were identifiable in the sequencing reads and to determine whether any of these events were de novo. Using BEDTools113, we intersected the non-reference insertions with introns, exons, 5′-UTRs and 3′-UTRs from T2T-CHM13. To identify potential source elements of the non-reference LINE-1 insertions, we used BLAT114 to find the best matching insertion in the T2T-CHM13 reference genome. If there were multiple matches in the reference genome that had the same score, a source element was not called. MEI sequences representing known Alu, L1 and SVA subclasses were obtained from previous work115, Dfam116 and UCSC Genome Browser74. Reference and novel sequences for each MEI class were combined into class-specific files. Sequences were oriented to plus-strand. Highly truncated sequences were removed. MEI sequences were aligned using the MUSCLE117 (v.3.8.31) aligner. Pairwise distances among MEI sequences were calculated using a Kimera two-parameter method and then converted to correlations. Principal components were obtained by eigenvalue decomposition of the pairwise correlation matrix. The first three principal components were plotted to visualize the relationships among the non-reference MEIs and the known MEI subfamily sequences.
Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
All underlying data from 28 members of the family are available as part of the AWS Open Data program, European Nucleotide Archive (ENA) or dbGaP. Variant calls, mapped sequencing data and assemblies for 23 family members (G1-GM12889, G1-GM12890, G1-GM12891, G1-GM12892, G2-GM12877, G2-GM12878, G3-GM12879, G3-GM12881, G3-GM12882, G3-GM12885, G3-GM12886, G3-200080-spouse, G4-200081, G4-200082, G4-200084, G4-200085, G4-200086, G4-200087, G3-200100-spouse, G4-200101, G4-200102, G4-200104 and G4-200106) who provided consent for their data to be publicly accessible similar to the 1000 Genomes Project samples to allow for development of new technologies, study of human variation, research on the biology of DNA and study of health and disease are available via the AWS Open Data program (s3://platinum-pedigree-data/) as well as the European Nucleotide Archive (BioProject: PRJEB86317). Specific details on how to access the data are provided at GitHub (https://github.com/Platinum-Pedigree-Consortium/Platinum-Pedigree-Datasets). Mapped sequencing data and assemblies for five family members (G3-NA12883, G3-NA12884, G3-NA12887, G4-200103 and G4-200105) who did not consent for open access are available at dbGaP (phs003793.v1.p1; Platinum Pedigree Consortium LRS). These also include variant calls for the whole family (28 members). The TR catalogues are available at Zenodo (https://doi.org/10.5281/zenodo.13178746). The Y-chromosomal assembly for a closely related R1b haplogroup sample HG00731 was downloaded from the Human Genome Structural Variation Consortium IGSR site (https://ftp.1000genomes.ebi.ac.uk/vol1/ftp/data_collections/HGSVC3/working/20230927_verkko_batch2/assemblies/HG00731/). Reference genomes and their annotations used in this study are listed in Supplementary Table 14.
Code availability
Custom code and pipelines used in this study are publicly available at GitHub (https://github.com/orgs/Platinum-Pedigree-Consortium/repositories).
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Extended data figures and tables
Extended Data Fig. 1 Long-read sequencing and assembly contiguity.
a) Scatterplot of sequence read depth and read length N50 for ONT (blue) and PacBio (PB; magenta) with median coverage (dashed line) and different generations indicated (point shape). b) Scatterplot of the assembly contiguity measured in AuN values for Verkko (brown), hifiasm (UL) (light blue), and hifiasm (light grey) assemblies of G1-G4. Note: G4 samples were assembled using PacBio HiFi data (hifiasm) only; hifiasm (UL) refers to hifiasm assemblies integrating both PacBio HiFi and ONT data. c) Top: Total number of Verkko contigs whose maximum aligned bases are within +/−5% of the total T2T-CHM13 chromosome length. *Due to substantial size differences between the T2T-CHM13 Y (haplogroup J1a-L816) and the Y chromosome of this pedigree (haplogroup R1b1a-Z302), three contigs are shown that span the entire male-specific Y region without breaks (i.e., excluding the pseudoautosomal regions). Bottom: Each dot represents a single Verkko contig with the highest number of aligned bases in a given chromosome. d) Chromosomes containing complete telomeres and being spanned by a single contig are annotated as solid squares. In instances where the p- and q-arms are not continuously assembled and for acrocentric chromosomes, we plot diagonally divided and colour-coded triangles. e) Evaluation of centromere completeness across G1-G3 assemblies and across all chromosomes. We mark centromeres assembled by Verkko (brown), hifiasm (UL) (light blue), or both (green).
Extended Data Fig. 2 Recombination breakpoint map of CEPH 1463.
a) Depiction of intergenerational (G1- > G4) inheritance of a 1 Mbp assembled contig. Alignments transmitted between generations that are >99.99% identical (red) are contrasted with non-transmitted with lower sequence identity (grey). b) T2T recombination between child and parental haplotypes for Chromosome 8. Alignments between the parental and child haplotypes are binned into 500 kbp long bins and coloured based on the percentage of matched bases. Inherited maternal (shades of red) and paternal (shades of blue) segments are marked on top. Dashed arrows show zoom-in of the two recombination breakpoints that differ in size of the region of homology at the recombination breakpoint. Black tick marks show positions of mismatches between parental and child haplotypes. c) Distribution of distances of maternal (red) and paternal (blue) recombination breakpoints (G2-G4) to chromosome ends with respect to T2T-CHM13 (histogram bin size: 50). d) Significant association between the number of recombination breaks (y-axis) and parental age (x-axis) shown separately for maternal (red) and paternal (blue) recombination breakpoints (G2-G3) detected with respect to T2T-CHM13. Regression lines were fitted using Poisson GLM with a log link (p = 2.02 × 10−3, 7.88 × 10−4 for parental age and sex effects, respectively).
Extended Data Fig. 3 Number of germline and postzygotic SNVs transmitted to children.
a) The fraction of a parent’s germline SNVs (green, DNMs) and postzygotic SNVs (purple, PZMs) transferred to each child. b) The mean allele balance (AB) of DNMs (n = 249) and PZMs (n = 55) across HiFi, Illumina, and ONT data plotted against the fraction of children who inherited a variant are significantly correlated for DNMs (two-sided t-test, p = 0.0084) and PZMs (p = 0.00021). Half of PZMs with AB < 0.25 are transmitted to at least one child (n = 18/36). c) On average, DNMs are transmitted to 50% of children, while PZMs are transmitted to less than 25% of children. Boxes represent IQR including median line; whiskers extend to 25%  −  1.5 × IQR and 75%  +  1.5 × IQR, outliers are shown as dots. d) Number of DNMs and PZMs transmitted to each child in the pedigree.
Extended Data Fig. 4 Changes in centromere sequence, structure, and DNA methylation patterns across generations.
a) Schematic of the generalized organization of human centromeres and their flanking sequence. Major components and their structures are shown. HOR, higher-order repeat. Not drawn to scale. b) Deletion of an 18-monomer α-satellite HOR within the Chromosome 6 centromere of G2-NA12878 is inherited in G3-NA12887, shortening the length of the α-satellite HOR array by ~3 kbp. c) Sequence identity heatmap of the Chromosome 6 centromere in G1-NA128991 shows the high (~100%) sequence identity of α-satellite HORs along the entire centromeric array and at the site of the de novo deletion. d,e) Deletions of α-satellite HORs in regions outside of the centromere dip region (CDR) in the d) Chromosome 4 and e) Chromosome 11 centromeres does not affect the position of the CDR. f,g) Deletions and insertions of α-satellite HORs within the CDR in the f) Chromosome 19 and g) Chromosome 21 centromeres alter the distribution of the CDR.
Extended Data Table 1 Recurrently mutated tandem repeat loci
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Abstract
Animals learn to carry out motor actions in specific sensory contexts to achieve goals. The striatum has been implicated in producing sensory–motor associations1, yet its contributions to memory formation and recall are not clear. Here, to investigate the contribution of the striatum to these processes, mice were taught to associate a cue, consisting of optogenetic activation of striatum-projecting neurons in visual cortex, with the availability of a food pellet that could be retrieved by forelimb reaching. As necessary to direct learning, striatal neural activity encoded both the sensory context and the outcome of reaching. With training, the rate of cued reaching increased, but brief optogenetic inhibition of striatal activity arrested learning and prevented trial-to-trial improvements in performance. However, the same manipulation did not affect performance improvements already consolidated into short-term (less than 1 h) or long-term (days) memories. Hence, striatal activity is necessary for trial-to-trial improvements in performance, leading to plasticity in other brain areas that mediate memory recall.
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Main
Behavioural responses are reinforced if they lead to good outcomes and suppressed if they lead to bad outcomes. Such behavioural adaptation requires multiple cognitive processes including learning and memory recall. The striatum, the major input nucleus of the basal ganglia, is required for adaptive behaviour in humans and other animals1,2,3,4,5,6,7, but whether the striatum contributes to forming a memory (that is, learning) or memory recall (short and long term) is not understood.
The part of the striatum that receives direct input from the visual cortex modulates behavioural responses to visual cues2,8,9. Lesioning this area, here referred to as the posterior dorsomedial striatum tail (pDMSt), in monkeys10,11,12,13,14 and rodents15,16,17,18 disrupts behaviours requiring a visual cue-to-action association. However, lesions19 have irreversible, long-lasting consequences and therefore cannot be used to probe moment-by-moment contributions to behaviour, nor can lesions separately target learning and short-term memory recall.
Contributions of the pDMSt to learning and memory recall are unknown but can be addressed with a temporally precise, reversible loss-of-function optogenetic approach20,21,22,23,24,25,26. We developed such an approach and tested the hypothesis that the pathway from the visual cortex to the striatum stores the memory of a cue–action association acquired through practice and reinforcement.
In visually cued behaviours, the reinforced stimulus activates many parallel visual pathways, including subcortical pathways that bypass the visual cortex and its projection to the pDMSt. Therefore, to study the contribution of visual cortex-to-pDMSt in learning or memory recall, we designed a strategy in which the cue is optogenetic activation of pDMSt-projecting neurons in the visual cortex, ensuring that behaviour relies on these corticostriatal projection neurons. We combined this optogenetic cue with temporally precise optogenetic inhibition of striatal projection neurons (SPNs) to assess the contribution of the pDMSt to behaviours requiring an association with visual cortex activation.
We found that, in mice that learned an association between this optogenetic cue and a forelimb reach to obtain food, the pathway from the visual cortex through the striatum did not uniquely store the associative memory: loss of function of the pDMSt did not affect recall of the memory, indicating that non-striatum-projecting axon collaterals of the corticostriatal neurons probably triggered the cued action via another brain pathway. Indeed, inhibiting activity in the superior colliculus disrupted the initiation of cued actions, suggesting that this alternative pathway includes the superior colliculus.
Although inhibition of the pDMSt did not affect memory recall, it disrupted learning, including outcome-dependent, trial-to-trial incremental changes in reaching rates. Similarly, in an externally cued visual discrimination task, inhibiting the pDMSt disrupted learning but not memory recall, indicating that the optogenetic cue is learned by mechanisms analogous to those used in natural learning.
To reveal how the pDMSt supports learning, we studied dopamine signalling and the neural activity of putative SPNs27,28 in the pDMSt during the behaviour. Dopamine release into the pDMSt represented the outcome of the reach. SPNs in the pDMSt encoded the combination of reach, outcome and the context of the reach (that is, whether it was cued or uncued). This combination predicted the behavioural change between trials during learning, consistent with a specific function of the pDMSt in trial-to-trial learning.
To study how the visual cue-recipient zone of the striatum29,30 contributes to the trial-and-error acquisition and execution of a visual cortex-to-action association, we trained mice in a cued forelimb reaching task. Food-restricted, hungry and head-restrained mice first learned to reach forwards with the right forelimb31 to retrieve food pellets presented at random intervals between 9.5 s and 26 s (Extended Data Fig. 1). The mice executed these forelimb reaches in a dark, light-tight box with masking stimuli that prevented sensory detection of the food pellet presentation, forcing the animals to perform reaches at random times to retrieve the food. Animal movements were recorded using multiple video cameras and analysed offline (Extended Data Fig. 1c–g). After 15 days of training, 97 out of 111 mice were able to retrieve and consume 20 or more pellets within a 1-h session.
After mice achieved this criterion, a food-predicting cue was introduced. This paradigm separates a first stage of motor learning (how to physically retrieve the pellet) from a second stage that encourages, but does not require, learning about when to reach. Before introducing the cue, the baseline reach rate was low (approximately 0.25 Hz; Fig. 1), making any cue-evoked increase clear.
Fig. 1: Mice learned to associate the optogenetic activation of visual corticostriatal neurons with reaching to obtain food.

a, Schematic of a sagittal brain section showing injections of Flp-encoding retrograde AAV (retro-Flp) into the pDMSt (pink) and Flp-dependent ChR2-encoding AAV (FlpOn-ChR) into the visual cortex (blue; top). Blue light through a thinned skull activates ChR2-expressing visual cortex neurons projecting to the pDMSt, serving as the cue for food pellet availability. The behavioural apparatus with a disk delivering food pellets and the LED providing the cue is also shown (bottom). Each trial includes pellet presentation (tan), cue (blue) and random duration inter-trial interval (ITI; black). b, The optogenetic cue is paired with pellet presentation in 90% of trials. Infrared video frames show a mouse at cue onset (tcue; top), reaching (tarm; middle) and eating the pellet (teat; bottom). The insets show an alternative camera view (bottom left) and a task schematic (top right). c, Example training session showing multiple trials (rows) aligned to tcue (blue) with reach timing (tarm, grey dots). d, Reach rates across trials at different learning stages for an example mouse (left) and across 13 mice that learned (right; 9 male and 4 female) aligned to tcue (blue). The stages include: beginner (\({d}^{{\prime} } < 0.25\); n = 1,587 and 14,822 trials for example and all mice, respectively), intermediate (\({0.25\le d}^{{\prime} } < 0.75\); n = 504 and 4,110 trials) and expert (\({d}^{{\prime} }\ge 0.75\); n = 532 and 8,268 trials). Data are mean ± s.e.m. e, Trial-averaged reach rates before versus after the cue over training days (colour code). Day 1 is the first day with 20 or more successful food grabs. f, d′ comparing reach rates before versus after the cue for an example mouse (left) and all mice (right; change in d′ relative to day 1) as a function of the training day. In d–f, example data are from the same example mouse (left), and summary data are from 13 mice (right).
Source Data
To limit the neurons that carry information predicting the presence of the food pellet, we used an internal, optogenetic cue that activates the visual cortex. We expressed blue-light-activated channelrhodopsin2 (ChR2) in corticostriatal neurons with cell bodies in the visual cortex that send axons to the pDMSt (injection of retrograde AAV-Flp into the pDMSt and Flp-dependent ChR2 into the visual cortex; Extended Data Fig. 2a–c). We activated these neurons by unilaterally illuminating the visual cortex of the left hemisphere (that is, contralateral to the reaching arm) through a thinned skull (250-ms-long blue-light step pulse; Extended Data Fig. 2d,e). We refer to this optogenetic stimulus as the ‘cue’ (Fig. 1a). A distractor blue LED was positioned a few centimetres above the head and flashed at random times. The cue, delivered once per trial, predicted the availability of the pellet in 90% of trials (Fig. 1b). In these trials, the pellet became available shortly before cue onset (0.22 s before onset) and moved out of reach 8 s after cue onset. The delay until the next cue was random between 0 s and 16.5 s. In the remaining 10% of trials, unbeknownst to the mouse, the pellet was omitted.
Mice learned to use this internal, optogenetic cue to guide the timing of their reaches without altering reach kinematics (Fig. 1c,d and Extended Data Fig. 3; blue light, no opsin and other controls to ensure that mice attended to the optogenetic cue in Extended Data Fig. 4). The frequency of reaching immediately after the cue, compared with before the cue, increased across daily sessions pairing the cue with the pellet. After 20 days, the frequency of reaching was more than four times higher after than before the cue (Fig. 1d–f). We quantified the learning-related shift in reach timing as an increase in discriminability index (d′), which compares the probability of a reach occurring in the 400-ms time window immediately after the cue (cued window) to the probability of a reach occurring in the same-length window before the cue (uncued window; Fig. 1f).
Several controls indicated that the mice used the optogenetically driven activity of ChR2-expressing neurons as the cue to trigger forelimb reaches (Extended Data Fig. 4 and Supplementary Videos 1–6). First, in catch trials in which the food pellet was omitted, mice still reached immediately after the cue (Extended Data Fig. 4a). Conversely, on trials in which the cue was omitted but the pellet was presented, mice did not reach above chance levels (Extended Data Fig. 4b). Moreover, mice rarely reached in response to the distractor LED (Extended Data Fig. 4c). Furthermore, mice learned to respond to the optogenetic cue equally well when a red-light-sensitive optogenetic actuator, soma-targeted ChrimsonR, was used to activate the cue neurons, despite poor sensitivity of mouse retinas to red light (Extended Data Fig. 4d). By contrast, control mice that lacked any expression of an optogenetic actuator did not increase their reach rates around the light pulse (Extended Data Fig. 4e). These and other controls (Extended Data Fig. 4f) indicate that the increase in reaching frequency after the cue was triggered by a learned association with the optogenetic activation of visual corticostriatal neurons. We excluded sessions in which mice failed these controls (less than 15% of sessions).
The optogenetic cue targets the pellet-predicting information to visual corticostriatal neurons that innervate the pDMSt. However, these neurons also innervate other structures32 and the cortex via collateral axons. To test whether neural activity in the pDMSt is required for mice to express the cue–reach association, we inhibited pDMSt SPNs using an optogenetic silencing approach (Extended Data Fig. 5). SPNs are the only output neurons of the striatum and send projections to downstream basal ganglia nuclei. Within the striatum, GABAergic interneurons, which synapse onto and powerfully suppress the activity of SPNs, selectively express NKX2.1. We exploited mice expressing Cre recombinase in NKX2.1+ cells to Cre-dependently express the red-light-sensitive optogenetic activator, ReaChR, in these striatal GABAergic interneurons (Extended Data Fig. 5a–c) within the region targeted by the ChR2-expressing cue neurons. To match the inhibited region of the striatum to the axonal target of cue neurons, we made ReaChR expression also contingent on the presence of Flp recombinase and injected AAV-Flp into the pDMSt. Thus, ReaChR expression (Flp and Cre dependent) and the retrograde labelling of the cue neurons (Flp dependent) were both controlled by the same Flp viral spread.
Optogenetically activating the interneurons (5 mW red-light step pulse) consistently suppressed more than 85% of the spiking activity of putative SPNs in the pDMSt in vivo, verified by high-density multi-electrode array recordings in behaving mice across stages of learning (Fig. 2a–c and Extended Data Fig. 5d–f). Inhibition effectively suppressed the cue-evoked increase in pDMSt activity and was confined to areas within approximately 0.3 mm from the injection site (Extended Data Fig. 5f). This optogenetic loss-of-function approach was orthogonal to and combined with the blue-light-mediated optogenetic cue in the visual cortex (Extended Data Fig. 5g–k). Indeed, inhibition of SPNs using 5 mW of red light, when presented without the blue-light cue, did not elicit reaches in naive mice or in mice that had trained with the optogenetic cue (Extended Data Fig. 5g).
Fig. 2: Memory recall does not require activity in the pDMSt.

a, Schematic of pDMSt inhibition using red-laser illumination of ReaChR-expressing interneurons over 1 s starting 5 ms before the cue (top). Example mouse histology is also shown (bottom): retro-Flp (red), ReaChR–mCitrine (green) and fibre optic tracks. Scale bars, 1 mm. b, Example pDMSt SPN. Raster of action potentials (vertical lines) in a random subset of trials aligned to the cue (blue). The red bar and pink shading denotes laser inhibition. Spike waveforms (four channels) show no difference with the red laser on (red) or off (black). Scale bar, 0.5 ms by 20 µV. Trial-averaged peri-stimulus time histogram in control (black) versus laser trials (red) is also shown (bottom). c, Action potential rates of pDMSt SPNs comparing red laser versus control conditions for SPNs within 0.3 mm of peak ReaChR expression (thick line; n = 40 from 4 mice) and 0.3–0.5 mm away (thin line; n = 184 from 6 mice). d, Example expert session (\({d}^{{\prime} }=1.6\)) displaying reach timing (tarm) aligned to cue (blue) in control (con) and inhibition (inh) trials (red lines; top). Reach rates across trials from expert mice (\({d}^{{\prime} }\ge 0.75\); 11 mice, 105 sessions, n = 7,577 control trials in black and n = 5,114 inhibition trials in red) are also shown (bottom). Data are mean ± s.e.m. e, As in d, top, for the new learning day session (\({d}^{{\prime} }=-0.09\)) with the red laser interleaved in the second half (top). As in d, bottom, for 58 new learning day sessions (\({d}^{{\prime} } < 0.75\); 10 mice including the red laser interleaved throughout session), separating the first fourth of the session (n = 1,558 control trials in black) and the second half (n = 2,157 control trials in grey, and n = 1,004 inhibition trials in red; bottom). f, Probability that reach was preceded by cue for datasets in e (example session (top), 58 new learning days (middle) and same 58 days binned into first quarter and second half of the session (bottom)) as mean ± s.d. of binomial across control (black) and inhibition (red) trials (P values from two-proportion Z-tests). g, Change in d′ within a day’s session (n = 10 mice). n = 11 males and 9 females (a–g).
Source Data
We used temporally precise, optogenetic inhibition of the pDMSt to determine what phases of task learning and execution require pDMSt activity. We first performed pDMSt inhibition in well-trained mice that consistently reached after the cue (\({d}^{{\prime} }\ge 0.75\)). Inhibition of pDMSt activity for 1 s beginning 5 ms before cue onset in a random subset of trials did not alter cue-evoked reach rates compared with interleaved control trials (Fig. 2d). Moreover, there were no effects of inhibiting the pDMSt on cue detection, reach initiation, the success rate of grabbing and consuming the pellet or other measures of motor kinematics (Extended Data Fig. 6a–f and Supplementary Videos 8–11). Hence, the cue–reach association can be fully expressed even during ongoing inhibition of the pDMSt, indicating that cue detection, action initiation and motor kinematics occur normally without neural activity in the pDMSt. Either the small amount of remaining activity in the pDMSt is sufficient to fully recapitulate the entire cued reaching behaviour, or long-term memory recall of the sensory–motor association is independent of the pDMSt and relies on signals sent via axon collaterals of the corticostriatal cue neurons to other brain regions32.
To test the possible contribution of other brain regions to task performance in expert mice, we injected muscimol (Extended Data Fig. 6g–k) into the superior colliculus, which is downstream of the cue neurons via corticocortical synapses. Muscimol inhibition of neural activity in the superior colliculus disrupted the initiation of a reach in response to the cue after learning (P = 0.00092 comparing cued reaching in control versus muscimol, linear mixed-effects model; Methods) but did not affect spontaneous reaching (P = 0.35 comparing uncued reaching in control versus muscimol, linear mixed-effects model; Methods), supporting the interpretation that long-term memory recall after learning in this task is mediated by a pDMSt-independent pathway that includes the superior colliculus.
Independence of the learned behaviour from pDMSt activity enables a clear examination of its function during formation of the cue–action association. During learning, animals typically form short-term memories, which are later consolidated into long-term memories. Short-term memory, defined here as an improvement in task performance acquired during the daily approximately 1-h training session, might depend on pDMSt activity. To quantify the expression of short-term memory acquired during a session, we examined the change in d′ that occured from the beginning to the end of the session. On average, mice achieved a higher d′ by the end of each training session relative to the beginning (d′ of second half minus d′ of the first half of the session was 0.034 on average across 501 sessions from 24 mice; P = 0.007, Wilcoxon sign-rank test comparing difference to no change). For each mouse, we identified specific sessions, referred to as ‘new learning days’, in which the d′ achieved by the end of the day was higher than that achieved on any previous day (Fig. 2e–g). If pDMSt activity is required to express the improvement acquired within the day’s session, inhibiting the pDMSt at the end of the session should reduce d′ to match its value at the beginning of the session. However, inhibiting the pDMSt at the end did not alter d′, indicating that short-term memory recall is also independent of pDMSt activity. Thus, improvements in performance acquired during a single training session can be recalled independently of pDMSt activity.
To test whether pDMSt activity is necessary for learning, we inhibited the pDMSt at every presentation of the cue, for 1 s beginning 5 ms before cue onset, over 20 consecutive days of training. This dramatically impaired learning compared with a control cohort of mice that received that same light delivery pattern but did not express ReaChR (Fig. 3 and Extended Data Fig. 7). The improvement in d′ at days 15–20 of training was 0.77 ± 0.12 (mean ± s.e.m.) for the control cohort but only 0.12 ± 0.12 for the pDMSt inhibition cohort (P = 6.2 × 10−10, linear mixed-effects model; Methods). After these 20 days, pDMSt inhibition was stopped, and the previously inhibited cohort progressed in learning (0.54 ± 0.31 improvement in d′ by day 40; Fig. 3d), suggesting a temporary rather than a permanent deficit. These results demonstrate that pDMSt neural activity, in the period around the cued reach, is required for mice to learn that the cue indicates the presence of a food pellet. However, pDMSt neural activity was not required for cue detection, reach initiation or any motor kinematics of the reach during and after learning, as described above (Extended Data Fig. 6a–f).
Fig. 3: Inhibiting the pDMSt disrupts learning.

a, One second of red light was delivered into the pDMSt at each cue onset. Separate cohorts did (left; n = 9 mice; red) or did not (right; n = 7; black) express ReaChR in striatal interneurons, serving as inhibition (left) and control (right) groups. Control mice received the same virus injections, fibre implants and red light into the pDMSt but lacked the recombinase-dependent ReaChR allele and, therefore, did not experience pDMSt inhibition. Experimenters were blinded to genotype. n = 9 pDMSt inhibition mice and n = 7 control mice. b, Reaching rate for inhibition (red) and control (black) mice (the blue bar denotes cue, and the red bar indicates the red light). Data are mean ± s.e.m. across trials for training days 1–7 (left), 8–14 (middle) and 15–20 (right). c, Change in cued and uncued reach rates from day 1 to days 15–20. Each line represents one control (black) or inhibition (red) mouse. Points above the grey line indicate more reaching after versus before the cue. d, Change in d′ of reaching after versus before the cue across mice for control (black) and inhibition (red) mice. Recovery refers to after day 20 when the red light was stopped in ReaChR-expressing mice (n = 8; 1 mouse died). Data are mean ± s.e.m. No significant difference in learning rate between recovery and control mice (P = 0.23, Wilcoxon rank-sum test comparing \({\Delta d}^{{\prime} }\) on days 15–20 after normal activity in the pDMSt). e, Histograms of change in d′ from days 1 to 15–20 across training sessions (top) and individual mice (bottom). The bottom panel includes all mice trained in this task: the pDMSt inhibition cohort (red; n = 9), control cohort (black; n = 7) and 32 more control mice that did not experience pDMSt inhibition consistently during learning (also black). P values are from a linear mixed-effects model (top; P = 6.2 × 10−10; Methods) and two-sided Wilcoxon rank-sum test (bottom). There was no difference between the two groups of control mice, that is, 7 mice run as double-blinded controls and 32 other controls (P = 0.18 from two-sided Wilcoxon rank-sum test). n = 11 male and 5 female mice (a–d).
Source Data
To examine the contribution of pDMSt activity to natural visual behaviours, we implemented a visual discrimination task (Extended Data Fig. 8). One of two visual stimuli was randomly presented: a reward-paired conditioned stimulus (500-ms ramp of light paired with the pellet) or an unpaired neutral stimulus (6-Hz flicker). These spatially identical but temporally distinct stimuli were emitted from the same LED. Control mice successfully learned to discriminate the stimuli, increasing reaching in response to the conditioned stimulus but suppressing reaching in response to the neutral stimulus (Extended Data Fig. 8a,b and Supplementary Video 12). By contrast, when the pDMSt was inhibited during the 1-s window overlapping every presentation of both stimuli, mice failed to learn to discriminate between the stimuli, reaching equally in response to both (Extended Data Fig. 8b,c). After successful discrimination learning, inhibiting the pDMSt did not affect performance (Extended Data Fig. 8d). Therefore, learning and expression of a visual discriminative task rely on pDMSt activity in the same manner as the task using the optogenetic cue.
According to the theory of reinforcement learning, reinforcement of an association between the cue and the action depends on the outcome, such that only actions resulting in beneficial outcomes are reinforced. In reinforcement learning, this outcome-dependent reinforcement leads to a behavioural update from one trial to the next. Exploiting the large dataset of trials acquired in the optogenetically cued behaviour, we examined whether successful reaches are reinforced in a manner consistent with reinforcement learning, as evidenced by a trial-to-trial change in behaviour. Furthermore, we examined whether any such reinforcement depends on neural activity in the pDMSt. We quantified the behavioural change from one trial to the next by considering sequences of three consecutive trials: trial n − 1, n and n + 1. We compared the behaviour on trial n − 1 to the behaviour on trial n + 1, contingent on the outcome of trial n (Fig. 4 and Extended Data Fig. 9).
Fig. 4: Inhibiting the pDMSt disrupts outcome-dependent trial-to-trial reinforcement.

a, Changes in cued and uncued reach rates from trial n − 1 to trial n + 1 conditioned on context (cued versus uncued) and outcome (success versus failure) of the reach carried out in trial n. The x axis indicates the change in reach rate in the uncued window (3–0.25 s before the cue). The y axis denotes the change in reach rate in the cued window (cue onset to 400 ms after). Data from 37 mice are sequences with cued success (n = 2,645 trials), cued failure (n = 3,280), uncued success (n = 1,703) and uncued failure (n = 6,264) on trial n. The dots indicate 100 bootstrap runs (Methods) on the smoothed 2D histogram of change in cued and uncued rates from n − 1 to n + 1. The crosses denote mean ± s.e. across trials. b, As in a, but any reach type on trial n (n = 33,615), showing that shifts depend on context–outcome conditioning. c, As in a, but with randomly interspersed pDMSt inhibition trials. The pDMSt was (red) or was not (grey) inhibited on trial n. Data from 16 mice include cued success (n = 464 and 507 control and inhibition trials, respectively), cued failure (n = 566 and 580 control and inhibition trials, respectively), uncued success (n = 278 and 266 control and inhibition trials, respectively) and uncued failure (n = 944 and 925 control and inhibition trials, respectively) reaches on trial n. d, As in c, but inhibition is only on trial n + 1 (red; n = 3,060) versus control (grey; n = 3,588). e, Varied timing of pDMSt inhibition (n = 15,727 trials, 5 mice, 106 sessions). The y axis is as in a–d, following a successful reach, as a function of timing of cue (tcue, blue) and reach (tarm, grey) in control (black circles) or inhibition (red circles, bar, tinh). Reach windows in grey: 1.2 s (left) or 0.2 s (middle and right; Methods). Each point is the mean across trials. The vertical lines denote positive direction s.e. f, Black minus red data from e replotted as a function of relative timing of pDMSt inhibition (tinh) and reach (tarm). n = 25 male and 17 female mice (a–f).
Source Data
We found that, if trial n contained a cued reach resulting in a successful outcome, cued reaching was reinforced (that is, rate increased) on trial n + 1 relative to trial n − 1 (Fig. 4a,b). Furthermore, pDMSt inhibition that overlapped the cued reach on trial n prevented this reinforcement (Fig. 4c,d; note that trial n + 1 does not experience pDMSt inhibition). To determine whether this effect was specific to the method used to inhibit the pDMSt, we also used an alternative method of inhibition by the inhibitory opsin GtACR2 expressed directly in SPNs. This alternative method also disrupted the reinforcement of the cued reach (Extended Data Fig. 9d). Therefore, mice demonstrate trial-to-trial reinforcement of cue-triggered reaching that requires neural activity in the pDMSt.
Consistent with reinforcement learning, reinforcement of cue-evoked reaching was outcome dependent: if the mouse failed to grab the pellet on trial n, the rate of cued reaching was not increased on trial n + 1. Moreover, reinforcement depended on whether the reach was cued or uncued, such that cued reaching increased only if the reach in trial n was cued, whereas uncued reaching increased only if the reach in trial n was uncued (Fig. 4a). Finally, the effects of pDMSt inhibition depended on the timing of the reach relative to the inhibition. If the mouse performed a successful uncued reach such that it did not overlap with pDMSt inhibition, then the reinforcement of uncued reaching occurred normally as in trials without inhibition (Fig. 4c). To measure the effect of pDMSt inhibition as a function of the timing of the action, we varied the timing of pDMSt inhibition with respect to the cue and reach (Fig. 4e,f and Extended Data Fig. 9c). pDMSt inhibition that overlapped the cue but preceded the reach did not disrupt reinforcement. By contrast, pDMSt inhibition that overlapped or immediately followed the reach disrupted reinforcement.
Our results indicate that neural activity in the pDMSt immediately after the reach is required for behavioural updates (Fig. 4) and learning (Fig. 3), but not expression of the memory (Fig. 2). To determine what features of pDMSt neural activity carry information about the cue, reach and action outcome, we measured both dopamine transients and neural spiking in the pDMSt in mice learning the task (Fig. 5; 65 sessions in beginner, 24 sessions in intermediate and 7 sessions in expert mice). We measured dopamine release within the pDMSt during behaviour by monitoring the fluorescence of the dopamine sensor dLight1.1 using fibre photometry (Fig. 5a). The cue did not evoke time-locked dopamine transients in the pDMSt (Fig. 5a). However, dopamine was modulated by action outcome: a successful outcome correlated with an increase in fluorescence, whereas a failure correlated with a dip in fluorescence, consistent with encoding of the reward. Hence, dopamine modulation in the pDMSt is outcome dependent.
Fig. 5: Neural activity in the pDMSt correlates with reinforcement.

a, pDMSt photometry of the fluorescent dopamine sensor dLight1.1. Z-scored fluorescence (mean ± s.e.m. across n = 191 sessions, 12 mice) aligned to cue onset (tcue) for success (black) and no-reach (grey) trials, and to outstretched arm timing (tarm) for cued success (light green), cued failure (dark pink), uncued success (dark green) and uncued failure (light pink) trials, baseline-subtracted 0.5 s before tcue or 2 s before tarm. b, High-density neural recording in the pDMSt (left), and single-unit waveforms from an example session (right). Putative SPNs are in grey, and the rest of the figure shows only SPNs. c, Trial-averaged spiking aligned to tarm (t = 0 s; n = 1,000 units, 16 mice). Greyscale from 0 to 8 spikes per second; black > 8. d, Generalized linear model (GLM)-based identification of two SPN groups. e, As in c, but group 1 (top; purple) and group 2 (bottom; cyan) sorted by cued success minus cued failure (1–5 s after tarm). f, Success minus failure for cued (left) and uncued (right), sorted as in e. g, Spiking normalized to the pre-cue baseline. Data are mean ± s.e.m. h, Histograms indicate difference in GLM coefficient assigned to the cue for the period after versus before the cue (left), and the GLM coefficient assigned to the period after cued success (right). i, Histogram denotes tcue minus tarm for cued (top) and uncued (bottom). Grey indicates the post-outcome period. j, Decoding scheme contrasting cue-suppressed, failure-preferring group 2 versus cue-preferring, success-preferring group 1 (top). The decoding accuracy (black) versus trial-type shuffle (grey) using 0.5-s bins per 200 units is also shown (bottom). k, Trial-type decoding (trials colour coded as in a) from post-outcome neural activity (left). Each dot represents 1 iteration of bootstrap (200 units with replacement). Also shown are shuffled group identities (top right) and three-way decoding accuracy (combined cued-uncued failures) as a function of unit count (black; bottom right). Shuffle group identity is in dark grey, and shuffle trial type is in light grey. Data are mean ± s.e.m. across 10 shuffles. l, As in k, but scatters from randomly sampling 90 individual trials. n = 13 males and 11 females (a–l).
Source Data
To determine whether SPN activity is also outcome dependent, we measured the action potential firing of SPNs in the pDMSt using extracellular electrophysiological recordings with stereotactically targeted, high-density multi-electrode arrays. We limited our analysis to the activity of well-isolated single units that were putative SPNs (Fig. 5b), identified by established criteria33. Individual units responded to various sensory and behavioural events, including the cue, reach and outcome (Extended Data Fig. 10a). On average, unit activity increased around the reach and decreased after it (Fig. 5c).
If activity in the pDMSt drives trial-to-trial reinforcement of specific actions (for example, cued versus uncued reach), then pDMSt activity should encode the interaction between the action and its outcome, as needed to mediate the reinforcement of behaviour. Because the outcome only manifests after the mouse stretches out its arm and detects the presence or absence of the food pellet, we examined the 5-s ‘post-outcome period’ beginning when the arm is outstretched. This period does not include the cue nor the initiation of the motor action. On the basis of the neural response, as described by coefficients from a generalized linear model, we clustered the single-unit responses within this post-outcome period into two groups (Fig. 5d,e and Extended Data Fig. 10). One group was overall more active after a success than a failure (Fig. 5e,f). These same cells were also more active after a cued success than an uncued success (Fig. 5g,h). Therefore, this first group of cells preferred the cued context and a successful outcome. By contrast, the second group of cells was overall more active after a failure than a success (Fig. 5e,f) and tended to be suppressed by the cue (Fig. 5g,h). Therefore, this second group of cells preferred the uncued context and a failed outcome. Differences in behaviour (for example, chewing a pellet or not) during success and failure trials could give rise to different neural activity patterns. By contrast, cued successes and uncued successes could not be distinguished by metrics of behaviour (Extended Data Fig. 10p), suggesting that different neural activity patterns in these two trial types were shaped by the preceding cue and not by ongoing behavioural differences.
We examined whether the activity of these two cell groups in the post-outcome period (Fig. 5i) encoded the behavioural condition of trials sorted into four types: cued success, cued failure, uncued success and uncued failure. We divided the electrophysiology data equally into training and test sets and classified neurons as belonging to group 1 or group 2 using only trials in the training set. Using data from the test set, we attempted to decode the behavioural condition of the trial. We found that a simple decoding scheme (that is, average firing rate of group 1 versus average firing rate of group 2; Fig. 5j) was sufficient to decode the behavioural condition (Fig. 5j–l; 76% accuracy for decoding cued success versus uncued success versus failure using 200 units) above chance levels (62 ± 2%, mean ± s.e.m.). Hence, the population neural activity in the pDMSt reflects both the context and the outcome of the reach. Moreover, the neural activity in the pDMSt after a success contains lingering information about the presence or absence of the cue up to 5 s after the cue disappears (Fig. 5j). By contrast, the behaviour of the animals, as opposed to neural activity, in this time window did not contain information about the past cue (Extended Data Fig. 10p).
Hence, pDMSt neural activity correlates with the combination of the reach context and outcome (Fig. 5), and this combination determines the direction of the trial-to-trial behavioural reinforcement (Fig. 4). Thus, the pDMSt neural activity is consistent with the specific reinforcement learning function of the pDMSt revealed by the optogenetic loss-of-function experiments.
Conclusions
We found that activity in the pDMSt, the zone of the striatum that receives visual information, contributes to learning a sensory–motor association but not to recall of that association at either short (approximately 1 h) or long (days) timescales. Moreover, our study identifies a specific function of the pDMSt in the fast reinforcement of behaviour from one trial to the next during trial-and-error learning. Although it is not surprising that the striatum supports learning, it is striking that selective inhibition of this specific striatal subregion in a brief, 1-s window around the cue-evoked reach abolished learning over 20 days. By contrast, similar inhibition had no effect on carrying out the action, either spontaneously or as evoked by the cue, at any stage of learning. Thus, pDMSt activity only affected future actions in accordance with a function in behavioural reinforcement, that is, the pDMSt modulates the future likelihood of carrying out an action in a specific context depending on the outcome of the previous action. Indeed, we found that activity in putative SPNs of the pDMSt encodes this behavioural reinforcement.
Striatum function after learning
A dominant theory is that the sensory cortex-to-striatum synapses are the storage site of learned cue–action associations, because corticostriatal plasticity correlates with learning34, but see refs. 35,36. However, previous studies did not test the necessity of activity in the pathway through the striatum after learning. We found that associative memory recall was unperturbed by pDMSt inhibition, probably ruling out the possibility that corticostriatal synapses in this brain region are a necessary link between cue and action after an association has been learned.
Moreover, the absence of effect of pDMSt inhibition on the cue-evoked response precludes a direct contribution of pDMSt neural activity to detecting or attending to the cue. Our results contrast with previous work proposing a function of the pDMSt in visual attention37. However, our results are consistent with a recent study in mice showing that the projection from the visual cortex to the striatum is not required to respond to a visual cue after many weeks of training9, although this lesion study could not probe the contribution of the pDMSt to the short-term memory recall of recently acquired associative memories. Here we found that these short-term memories are also independent of pDMSt activity.
The pDMSt-projecting cue neurons in the visual cortex have axonal branches forming synapses outside the pDMSt, for example, within the cortex. We hypothesized that synaptic connections outside the pDMSt might mediate recall of the cue–action associative memory after learning. For example, the visual cortex projects to the superior colliculus, a known site of sensory–motor transformations, and polysynaptic activation of this brain structure might contribute to memory recall. Supporting this, pharmacological inhibition of the superior colliculus disrupted the cue–action association after learning.
Striatum function during learning
Despite its lack of effect on task performance after learning, pDMSt inhibition profoundly disturbed learning. This aligns with a study showing impaired learning from dorsomedial striatum inhibition in mice using a brain–computer interface21. Reinforcement learning requires an animal to (1) use the outcome of an action to update the future behavioural plan, (2) store and recall the updated plan, and (3) execute it at the right time. pDMSt inhibition impaired neither action execution nor, after several tens of minutes, memory recall. However, pDMSt inhibition eliminated outcome-dependent performance improvements from one trial to the next. Hence, we propose that the pDMSt underlies outcome-dependent updates to the future behavioural plan enacted according to sensory context. This might explain why striatal activity is necessary for evidence accumulation tasks20,22,38,39,40, in which animals continually update their future behavioural plans. This might also explain why ectopic striatal activations are sufficient to bias future behaviour8,41,42,43.
The dependence of learning but not recall and performance on pDMSt activity was not limited to the optogenetically cued behaviour; inhibiting the pDMSt also impaired visual discrimination learning without impairing execution of the discrimination task once learned. However, visual detection was independent of pDMSt activity, because mice experiencing pDMSt inhibition during learning could still respond non-specifically to visual cues, although the mice failed to discriminate the conditioned from the neutral stimulus. Given direct projections from visual areas to the pDMSt29,41, the pDMSt may be well placed to learn specific visual pairings.
Striatal encoding of behaviour
In monkeys, neural activity in the visual cortex-recipient striatum encodes the visual cue, its value and signals related to value-guided saccades10,27,44,45,46,47,48. In rodents, pDMSt activity encodes the visual cue49, but other features of the encoding scheme are unclear. We recorded approximately 1,000 putative SPNs and observed strong reach-related activity, as occurs in monkeys50. Furthermore, SPN activity encoded the combination of the action outcome and sensory context, and sensory context continued to be represented even after action completion. Changes in behaviour from one trial to the next depend on the combination of action outcome and sensory context; thus, the pDMSt contains the information necessary to drive learning-related behavioural changes. Indeed, striatum neural activity can drive behavioural changes42. Consistent with existing literature43, dopamine transients in the pDMSt reflect the outcome of the action, providing a possible mechanism by which action outcome interacts with cue and action information in the striatum.
Here we identified a specific function of the pDMSt in learning as opposed to memory recall using a spatially and temporally precise loss-of-function approach. This same approach could be used to study other striatal subregions. Determining the function of the pDMSt brings us closer to understanding how the brain coordinates neural activity across functionally specialized brain systems to learn through trial and error.
Methods
All procedures were carried out in accordance with the President and Fellows of Harvard College Institutional Animal Care and Use Committee protocol #IS00000571-6.
Sex of mice
We used male and female mice in an approximately equal ratio (n = 65 males and n = 62 females). We did not observe any differences in the cued reaching behaviour between the sexes. All figures include both males and females.
Housing of mice
Animals were housed on a reverse light cycle in groups (females) or singly housed (males). The room ambient temperature was 75 °F, and the relative humidity was 45%.
Food restriction and habituation to head restraint
We weighed each head-plated and intracranially virally transduced mouse (see below) before beginning food restriction. During food restriction, we limited available chow to reduce the weight of each animal to approximately 85% of the pre-restriction weight of that animal. We switched the daily food from regular animal facility chow to Bio-Serv chocolate-flavoured, nutritionally complete food pellets (item number: F05301). We then began to handle the mice, as follows. On day 1, we habituated the mice to a gloved hand in the home cage and attempted to feed the mice peanut butter from the tip of the gloved finger. On days 2 and 3, we continued to feed the mice peanut butter and habituated mice to handling. On day 4, we began head restraint and fed the mice peanut butter while the head was restrained. On day 5, we fed the mice food pellets while the head was restrained. We presented the food pellets directly to the mouth by loosely attaching each food pellet to a wooden stick, using sticky peanut butter. The mouse could use its tongue and mouth to retrieve the food pellet and consume it. Once the mice comfortably ate food pellets while the head was restrained, we switched the mice to reach training (see the next section ‘Training the forelimb reaching behaviour’).
Training the forelimb reaching behaviour
Forelimb reach training of mice (at least 2 months of age) was accomplished through manual interactions with the food-restricted and head-restrained mice over several days, according to the following stages. In stage 1, we taught each mouse to reach forwards with the right forelimb to touch a wooden stick. As a reward, we provided the mouse with a food pellet that was loosely attached to the stick with peanut butter, bringing the food pellet directly to the mouth of the mouse. In stage 2, we placed the food pellet at the end of the stick and required the mouse to push the food pellet off the stick and into its mouth. For stage 3, we gradually lowered the stick with the pellet until the mice reached forwards to the level of the food pellet presenter mechanism, located below and in front of the nose of the mouse. In stage 4, we removed the stick, requiring the mice to directly pick up the food pellets from the pellet presenter mechanism. During these manual interaction stages, we trained the mice on a behavioural rig that closely resembled the automated rig but with more space for the experimenter to interact with the mouse. We subsequently transitioned the mice to the automated behavioural rig, which included automated mechanisms for presenting pellets and was enclosed in a light-tight box (Extended Data Fig. 1a). On this rig, we trained mice to consistently and successfully pick up pellets in the dark31. Once the mice became proficient at reaching, we introduced a food-predicting cue (as described in the next section ‘Training mice to associate a cue with presentation of the food pellet’).
Training mice to associate a cue with the food pellet
All cue training took place in an enclosed, dark, light-proof, sound-insulated behavioural box. Automated mechanisms, controlled by an Arduino, positioned the food pellets directly in front of and below the snout of the mouse (Extended Data Fig. 1a). After the mice became proficient at obtaining food pellets in the dark, we introduced the food-predicting cue. The trial structure was as follows (Extended Data Fig. 1b). The pellet moved into position in front of the mouse over 1.28 s. Following a 0.22-s delay, the cue turned on. The pellet remained stationary in front of the mouse for an additional 8 s before moving out of reach.
The ‘pellet occupancy’ is the likelihood that a pellet will be available in front of the mouse at any given time, unless the mouse has dislodged the pellet by reaching for it. The pellet occupancy was determined by the frequency of pellet loading. During the initial days on the automated rig, we trained the mice with a high pellet occupancy (80%) to provide them with ample practice in reaching for food pellets. Once the motor kinematics of the reaching movements stabilized, we reduced the pellet occupancy to 30%.
To prevent the mice from using the sound of the pellet presenter mechanism as a cue, (1) we continuously played an audio recording of the pellet presenter mechanism in motion, as a masking sound, and (2) the mechanism moved without presenting the pellet 70% of the time. This resulted in a 30% pellet occupancy. The sound of the pellet presenter mechanism was therefore not a reliable food-predicting cue.
To establish the inter-trial interval (ITI), we randomly selected a time interval from a uniform distribution between 0 and 3.5 s, as the first part of the ITI. Then, the automated behavioural rig entered one of two states. In state 1, occurring 30% of the time, the next trial began immediately. In state 2, occurring 70% of the time, the ITI continued for another 9.5–13 s, while the pellet presenter mechanism moved without presenting any pellet. Generally, mice did not reach before the cue (see ‘Behavioural sessions included or excluded’), and mice appeared unable to time the ITI using an internal clock (Extended Data Fig. 4b,e,f).
Catch trials
In a random 10% of trials when the cue turned on, the pellet was omitted. These catch trials were included to test whether the mouse paid attention to the cue or paid attention to the presence of the pellet.
Preventing the mice from cheating
To encourage the mice to focus on the optogenetic cue and prevent them from using sensory systems to detect the presence of the food pellet through other means, we implemented the following strategies:
 
	 (1) We played a continuous, loud sound, which was pre-recorded audio of the pellet presenter mechanism, specifically, the stepper motor, through speakers positioned to the left and right of the mouse. This was done to mask the sound of the stepper motor.

	 (2) We placed fresh food pellets out of the reach of the mouse to mask the smell of the pellet that was directly in front of the mouse.

	 (3) A CPU fan was positioned to blow air continuously towards the nose of the mouse to prevent olfactory detection of the approaching food pellet.

	 (4) In a subset of mice, we trimmed their whiskers to test whether the mice used their whiskers to detect the food pellet. However, this did not have any effect on the cued reaching behaviour. Therefore, we did not trim the whiskers of all mice.

	 (5) The behavioural box was enclosed and completely dark to prevent the mouse from seeing the pellet.


We conducted numerous control experiments to determine whether each mouse responded to the optogenetic cue (Extended Data Fig. 4). In cases in which the mouse failed these controls, we excluded the entire behavioural session (see ‘Behavioural sessions included or excluded’).
Video recording of the behaviour
We acquired video of the mice behaving using two infrared cameras (Extended Data Fig. 1a). The first infrared camera acquired the behaviour continuously at 30 frames per second (fps; Supplementary Videos 1–12). This camera sent the video to a DVR that logged the video onto a micro-SD card. The second infrared camera (Flea3 FLIR) acquired the behaviour at a higher frame rate: 255 fps. This high-speed camera acquired chunks of video beginning 1 s before each cue and continuing for 7.5 s after each cue with a gap in video acquisition between trials. This high-speed camera logged the video to a computer running the acquisition software FlyCapture2.
Triangulating the paw position in 3D
To triangulate the paw position in 3D, we placed two mirrors around the mouse: one to the side of the mouse and one below the mouse (Fig. 1b and Extended Data Fig. 1a). These two mirrors gave orthogonal views, one from the side and the other bottom-up, of the paw during the reach (Fig. 1b). The high-speed infrared camera (Flea3 FLIR) was positioned so as to be able to see the paw from a top-down view and also, in the same frame, these two mirrors. We used DeepLabCut51 to track the 2D position of the paw in each mirror. We then combined data from these orthogonal views to determine the paw position in 3D.
Optogenetic cue
We used an optogenetic activation of corticostriatal neurons in the visual cortex as the food-predicting cue (Extended Data Fig. 2). To activate these corticostriatal neurons, we positioned the output of a fibre-coupled LED just above the thinned skull above the visual cortex of the left hemisphere. We placed a small U-shaped loop of clay around the fibre tip to confine the LED-emitted light to the area just above the skull. The fibre diameter was 1 mm. The fibre emitted 40 mW of blue light (473 nm). We controlled the LED with signals from the Arduino. The duration of the cue was 250 ms (step pulse). In some of the mice, we used the red light-activated opsin ChrimsonR52 instead of ChR2 (ref. 53). Stimulation conditions were identical other than the use of 35 mW of 650-nm light for optogenetic activation. We did not observe any differences in the cued reaching between mice with ChrimsonR or ChR2 as the optogenetic activator in the visual cortex (compare Extended Data Fig. 4a with Extended Data Fig. 4d), and hence we combined these two groups of mice, unless otherwise specified.
LED distractor
A distractor LED was positioned a few centimetres above the head of the mouse (Extended Data Fig. 1a). This LED flashed randomly with the same duration as the cue. The distractor LED was the same blue colour as the cue (473 nm). The distractor LED was too far away from the skull to optogenetically activate any neurons in the visual cortex. We controlled the distractor LED by signals from the Arduino. The duration of the distractor was 250 ms (step pulse).
Blocked skull control
To investigate whether the reach is cued by the optogenetic activation of the visual cortex, we performed the following control. In expert mice that reliably reached to the optogenetic cue, we blocked the tip of the optical fibre conveying blue light from the LED to the thinned skull over over visual cortex, centered on primary visual cortex (V1). We inserted a small, thin piece of clay between the tip of the optical fibre and the skull. Blue light was still able to exit the fibre tip, but this blue light did not penetrate the skull. The optogenetic cue-triggered reaches were abolished by this procedure (Extended Data Fig. 4f), indicating that blue light must penetrate the brain to trigger the cued reach.
Synchronizing the video with Arduino events
To synchronize the video of the mouse behaviour with Arduino events, we taped two small infrared LEDs to the front face of each camera. These infrared LEDs emitted light that was invisible to the mouse but detected by the infrared camera. One infrared LED turned on when the cue turned on. The other infrared LED turned on when the distractor LED turned on. Other behavioural events, for example, food pellet presentation, were directly recorded by the camera. Therefore, all relevant behavioural events were acquired along with the mouse behaviour and in the same frames as the mouse behaviour. Moreover, because the distractor LED flashed at random intervals, the pattern of this signal provided a unique sequence during each hour-long training session that enabled the alignment of all systems receiving a copy of the distractor LED signal.
Processing the 30-fps video
To process the 30-fps video, we used custom code written in MATLAB and Python. In brief, the user first drew zones over six regions of the video frame: cue infrared LED, distractor infrared LED, perch zone, reach zone, pellet zone and eat zone (Extended Data Fig. 1c). The first two zones (cue infrared LED and distractor infrared LED) were used to synchronize Arduino events to the video of mouse behaviour (see previous section ‘Synchronizing the video of behaviour with Arduino events’). The perch zone detected movement within the region where the paw rests before the reach. The reach zone detected movement of the paw into the zone between the resting position of the paw and the pellet (Extended Data Fig. 1d). The pellet zone detected the presence of the pellet directly in front of the mouse (Extended Data Fig. 1e). The eat zone detected chewing as an approximately 7-Hz oscillation of the jaw (Extended Data Fig. 1f). Behavioural events were defined by combining behavioural features detected in these various zones. For example, a successful reach was defined as a reach to the pellet, leading to a displacement of the pellet and followed by a long period of chewing (more than several seconds). A drop was defined as a reach to the pellet, leading to a displacement of the pellet and followed by no chewing. A reach that missed the pellet was defined as a reach without dislodging the pellet (this was a rare reach type). A pellet missing reach was defined as a reach, when the pellet was missing. Failed reaches included drops, reaches that missed the pellet and pellet missing reaches. A support vector machine was trained to separate the successes from the drops based on intensity data in the reach, pellet and eat zones. This support vector machine was applied to improve the discrimination of successes and drops. The automated behavioural classification pipeline was 96% accurate at classifying successes, 91% accurate at classifying drops and 98% accurate at classifying misses (Extended Data Fig. 1g).
Measuring the accuracy of the automated pipeline
To measure the accuracy of the automated behavioural classification pipeline, we compared the output of the automated code pipeline to manually classified reaches (Extended Data Fig. 1g).
Processing the 255-fps video
The high-speed video was processed using DeepLabCut51 to track the paw trajectory in 2D. The 2D positions from two perpendicular mirrors were combined to determine the position of the paw in 3D.
Virus injection
We diluted all AAV to a titre of 1013 gc ml−1 or lower. The following viruses were used: pAAV-EF1a-mCherry-IRES-Flpo (Addgene #55634; packaged in AAV2/retro); pAAV-Ef1a-fDIO hChR2(H134R)-eYFP (Addgene #55639; packaged in AAV2/1); AAV2/8-EF1a-fDIO-ChrimsonR-mRuby2-KV2.1TS (modified from Addgene #124603); pAAV-hSyn1-SIO-stGtACR2-FusionRed (Addgene #105677; packaged in AAV2/8); and pAAV-hSyn-dLight1.1 (Addgene #111066; packaged in AAV2/9).
Age of mice for virus injection
We used adult mice older than 40 days of age.
Injection of the AAV carrying retro-Flp into the pDMSt
We injected 300 nl of AAV2/retro-EF1a-mCherry-IRES-Flpo into the pDMSt bilaterally. We targeted the pDMSt at 0.58 mm posterior, 2.5 mm lateral and 2.375 mm ventral of bregma. We lowered the virus-containing pipette (pulled glass pipette) to 0.05 mm below the target site, before retracting the pipette to the target site, waiting 2 min, and then injecting virus at a speed of 30 nl min−1. After the injection, we waited 10 min before withdrawing the pipette from the brain.
Injection of the AAV carrying Flp-dependent channelrhodopsin
We injected 300 nl of AAV2/1-Ef1a-fDIO-ChR2-eYFP into V1 of the left hemisphere. We targeted V1 at 3.8 mm posterior of bregma, 2.5 mm lateral of bregma and 0.65 mm ventral of the pia. After lowering the pipette to the target site, we waited 2 min before injecting. If we detected any leak of the virus out of the cortex, we lowered the pipette another 0.05 mm. We waited 10 min after the injection before withdrawing the pipette from the brain.
Injection of the AAV carrying Flp-dependent ChrimsonR
We injected 300 nl of AAV2/8-EF1a-fDIO-ChrimsonR-mRuby2-KV2.1TS, where TS indicates soma-targeted, into V1 of the left hemisphere. We targeted V1 as described in a previous section (‘Injection of the AAV carrying Flp-dependent channelrhodopsin’).
Surgical virus injection
We prepared all mice for surgery under isoflurane anaesthesia, as previously described54,55. In brief, after stereotactically flattening the skull, we drilled the hole in the skull, inserted the virus pipette to the target site, injected the virus, retracted the virus pipette and then sutured the skin. Orally administered carprofen or subcutaneous injections of ketoprofen were used as the analgesic. Mice were allowed to recover for at least 3 weeks before we implanted the headframe.
Headframe implant and thinning skull over V1
We used isoflurane anaesthesia during the surgery and maintained the temperature of the animal using a closed-loop, thermoregulating heating pad. We covered the eyes in lubricant, removed the hair from the scalp, cleaned the scalp and cut the skin to expose the skull bilaterally around the midline from behind the lambdoid suture to just anterior of bregma. We stereotactically flattened the skull. We used a bone scraper and scalpel blade to scrape and score the skull. We thinned a 1.5 mm by 1.5 mm square of skull centred on V1 using a bone drill by hand. We put a thin layer of Vetbond onto the skull. We positioned the headframe, a thin bar, behind the lambdoid suture and perpendicular to the midline suture, so that the edges of the headframe protruded laterally just in front of the ears of the mice. We glued the headframe to the skull using Krazy Glue. The Krazy Glue is transparent, allowing light to access the thinned skull over V1. After the glue dried, we built up layers of opaque dental cement over all regions of the skull, except the 1.5 mm by 1.5 mm square centred on V1. We built up dental cement around the edges of this 1.5 mm by 1.5 mm square of thinned skull to create a pocket for the placement of the tip of the LED-coupled optical fibre. We used oral carprofen or subcutaneous ketoprofen as the analgesic. We allowed the animals to recover from the surgery for at least 5 days before beginning behavioural training.
Definition of d′
We defined the discriminability index used to measure behavioural performance (d′) as
$${d}^{{\prime} }=z({\rm{hit}})-z({\rm{FA}})$$
where z(hit) is the Z-score transformation of the hit rate, and z(FA) is the Z-score transformation of the false alarm rate. The hit rate represents the likelihood of observing one or more reaches right after the cue. Graphically, on a curve showing the distribution of the number of reaches in this time window, the hit rate corresponds to the fraction of the area under the curve that lies beyond a certain threshold (one reach in our case). As the hit rate goes up, more and more of the curve is above the threshold and our Z-score increases. We can use the inverse of the cumulative density function to calculate the Z-score associated with the hit rate. Note that scaling the curve or moving its mean, assuming the same transformation is applied to the threshold (one reach), does not change that fraction of the area under the curve. Thus, we can use the inverse of a standard normal cumulative density function to calculate the Z-score from the hit rate. We defined a false alarm as one or more reaches in the time window before the cue. As the hit rate probability goes up, z(hit) increases, and analogously, as the false alarm probability goes up, z(FA) increases. As the false alarm probability goes down and the curves for hits and false alarms become easier to discriminate, z(FA) decreases. Thus, a larger difference in the amount of reaching after the cue relative to before the cue produces a larger \({d}^{{\prime} }\). This is why \({d}^{{\prime} }\) is called the discriminability index. It captures how discriminable two curves are, accounting for both mean and variance. A positive \({d}^{{\prime} }\) indicated more reaches after versus before the cue. To calculate the hit rate, we measured reach rates in the time window 400 ms immediately after cue onset. In Figs. 1 and 3, we used two different time windows before the cue to calculate two false alarm rates. The first false alarm window was 400 ms in duration beginning 400 ms before the cue. The second false alarm window was 400 ms in duration beginning 1 s before the cue. We calculated a \({d}^{{\prime} }\) for each false alarm window, then we used whichever \({d}^{{\prime} }\) was lower. This ensured that we did not miss any preemptive reaching, which should decrease \({d}^{{\prime} }\). In Fig. 2, we used the time window 400 ms in duration beginning 400 ms before the cue to calculate the false alarm rate.
Defining learning stages
We defined beginner as any session with \({d}^{{\prime} } < 0.25\). We defined intermediate as any session with \(0.25\le {d}^{{\prime} } < 0.75\). We defined expert as any session with \({d}^{{\prime} }\ge 0.75\).
Behavioural sessions included or excluded
Because video analysis is computationally intensive, we did not analyse data from every session. Instead, we analysed data from every other day for each mouse, except for mice used to plot the learning curves or when otherwise specified. In these cases, daily analysis was performed. We have included data from all analysed sessions in our figures and statistics. However, we excluded all the behavioural data collected by one mouse trainer who set up the behavioural rig improperly (n = 5 mice).
To eliminate the early motor learning stage, when the mouse is still in the process of learning how to grab food pellets (Extended Data Fig. 3), we defined day 1 for the learning curves as the first day when the following two criteria were met: (1) the mouse successfully grabbed and consumed 20 or more pellets during a session lasting 45 min or longer. (2) Pellet occupancy (as described in the previous section ‘Training mice to associate a cue with the food pellet’) was 60% or less. This second criterion ensures that the mouse experiences both successful reach attempts when the pellet is present after the cue and unsuccessful reach attempts when the pellet is absent before the cue.
If we observed any obvious cheating behaviour, that is, preemptive reaching before the cue at a level above the spontaneous baseline, we excluded the entire session from analysis. This rarely occurred; however, in some cases, the mouse appeared able to consistently detect the approaching pellet without using the cue, despite our extensive efforts to mask the presentation of the pellet. If mice could detect the pellet approaching, they always reached before the cue. Mice never patiently waited over the 0.22-s delay between final pellet presentation and the cue onset. Thus, we were able to detect with high certainty any preemptive reaching (that is, cheating) behaviour.
Strategy for suppressing pDMSt neural activity
Direct optogenetic inhibition is limited in its efficiency, if the fraction of cells that express the inhibitory opsin and are exposed to sufficient light power is less than 100%. Rather than use a direct optogenetic inhibition of SPNs, we developed an approach to silence the SPNs. The logic was as follows (Extended Data Fig. 5a). Some inhibitory interneurons have promiscuous connectivity and release the neurotransmitter GABA onto SPNs. We reasoned that it might be possible to express an activating opsin in a subset of inhibitory interneurons with the result of strongly inhibiting a very large fraction of SPNs. We targeted the striatal interneurons using the NKX2.1–Cre transgenic mouse line. Approximately 90% of the striatal interneurons express the transcription factor NKX2.1 during development, and SPNs do not express NKX2.1. However, many other neuron types, outside of the striatum, also express NKX2.1 during development. Therefore, we chose an intersectional approach to target the NKX2.1+ cells within the pDMSt specifically. We used Cre recombinase to target the NKX2.1+ cells, and we used Flp recombinase to target the pDMSt. First, we crossed the NKX2.1–Cre transgenic mouse line (Jackson Labs stock #008661) with the Cre-On and Flp-On ReaChR transgenic mouse line (R26 LSL FSF ReaChR-mCitrine, Jackson Labs stock #024846), which expresses a red-activatable variant of channelrhodopsin (ReaChR56,57) only when both recombinases, Cre and Flp, are present. In the double transgenic offspring, the Cre within NKX2.1+ cells makes ReaChR expression dependent only on the presence of Flp. Second, we injected Flp recombinase into the pDMSt (see the section ‘Injection of AAV carrying retro-Flp into the pDMSt’). Diffusion limited the spread of Flp around the injection site. As a consequence, all infected neurons in the pDMSt expressed Flp, but only the infected NKX2.1+ interneurons also expressed ReaChR (Extended Data Fig. 5b). This led to a high level of ReaChR expression in the striatal interneurons but not in SPNs. Moreover, retro-Flp infected the corticostriatal cue neurons. This enabled the expression of both Flp-dependent ChR2 in corticostriatal projection neurons and Cre-dependent and-Flp-dependent ReaChR in striatal interneurons.
Fibre implant surgery to optically access the pDMSt
To illuminate the pDMSt for optogenetic manipulations or dLight1.1 (ref. 58) fibre photometry, we chronically implanted optical fibres over the pDMSt. We prepared the mice for surgery, as described above in the section ‘Headframe implant and thinning skull over V1’. We drilled two craniotomies above the pDMSt bilaterally (or one craniotomy for unilateral dLight fibre photometry). Each optical fibre was 2 mm long, 0.2 mm in diameter and had a 0.39 NA. We obtained these fibres from ThorLabs or Doric Lenses. We implanted each fibre pointing straight down, so that its tip would be situated at approximately 0.58 mm posterior, 2.3 mm lateral and 2.25 mm ventral of bregma. We glued the fibres to the skull using Loctite gel #454 and catalyst. Then, we built up dental cement around each optical fibre to provide more stability. The top of each fibre was coupled to an optical patch cord (0.39 NA), which connected to a laser for optogenetic stimulation or an LED for fibre photometry.
Illuminating the pDMSt for striatal silencing
For mice expressing ReaChR in the striatal interneurons of the pDMSt bilaterally, we coupled each implanted optical fibre (one per hemisphere) to a Y-fibre patch cord (0.39 NA) connected to a Coherent Obis laser producing red light (650 nm). We modulated the power of the laser using transistor-transistor logic (TTL) pulses originating from the Arduino that controlled the behavioural rig. The power emitted from each optical fibre tip was 5 mW. The duration of the red-light step pulse was 1 s. The onset of the red-light pulse preceded the onset of the cue by 5 ms.
Reaching to pDMSt inhibition alone
In mice trained to respond to the optogenetic cue, inhibiting the pDMSt without turning on the cue did not elicit reaching (Extended Data Fig. 5g). These mice did not experience pDMSt inhibition during training. However, when we trained the mice with pDMSt inhibition overlapping the cue during learning (either consistent pDMSt inhibition at every presentation of the cue or randomly interleaved pDMSt inhibition), infrequently (n = 5 mice out of 21 mice), a mouse seemed to learn to respond at a delay to pDMSt inhibition alone (for example, ‘example mouse C’ in Extended Data Fig. 7). To test whether the mouse responded to the cue or pDMSt inhibition alone, in a small fraction of trials, we inhibited the pDMSt without turning on the cue. Only 5 out of the 21 mice exhibited reaching to pDMSt inhibition alone. We did not exclude any mice based on this and included all the mice in the figures. However, we did verify that including or excluding these five mice did not qualitatively change the results (not shown). The reaching to pDMSt inhibition alone was variable day to day. It is possible that this small subset of the mice (n = 5) reached to a post-inhibitory rebound after pDMSt inhibition.
Testing optogenetic strategy for pDMSt silencing
To assess whether ReaChR-mediated activation of NKX2.1+ striatal interneurons elicits inhibitory, GABAergic currents onto SPNs, we conducted acute slice electrophysiology in the pDMSt (Extended Data Fig. 5c). We prepared coronal slices containing the pDMSt from adult NKX2.1–Cre crossed to Cre-ON-Flp-ON-ReaChR double transgenic mice that had received AAV retro-Flp virus injections into the pDMSt over 2.5 weeks before. For details on the slicing protocol, refer to ‘In vitro slice electrophysiology’ below. We obtained whole-cell recordings of putative SPNs, which did not express ReaChR–mCitrine (as described in ‘Strategy for suppressing pDMSt neural activity’). The cells were held at 0 mV in voltage-clamp mode to isolate inhibitory currents. We illuminated the slice with red light (6–7 mW from a red-orange laser emitted at 590 nm). Upon illuminating the slice, we observed clear, fast and reliable outwards currents in the SPNs, consistent with light-induced GABAergic synaptic transmission from striatal interneurons (Extended Data Fig. 5c). To confirm the GABAergic nature of these currents, we applied 10 µM gabazine to the slice, which abolished the outwards current (Extended Data Fig. 5c). We recorded from a total of eight cells within the zone of ReaChR–mCitrine expression and two cells located outside of this zone (Extended Data Fig. 5c).
In vitro slice electrophysiology
The experiments closely followed the procedures outlined in previous studies59,60. Mice were anaesthetized using isoflurane inhalation and subsequently subjected to transcardial perfusion with ice-cold artificial cerebrospinal fluid (ACSF) composed of the following: 125 mM NaCl, 2.5 mM KCl, 25 mM NaHCO3, 2 mM CaCl2, 1 mM MgCl2, 1.25 mM NaH2PO4 and 11 mM glucose, resulting in an osmolarity of 300–305 mOsm kg−1. This perfusion was administered at a rate of 12 ml min−1 for a duration of 1–2 min. The brain was removed from the skull, and we prepared 250-µm or 300-μm coronal brain slices in ice-cold ACSF. Slices were then placed in a holding chamber at 34 °C for 10 min, containing a choline-based solution with the following composition: 110 mM choline chloride, 25 mM NaHCO3, 2.5 mM KCl, 7 mM MgCl2, 0.5 mM CaCl2, 1.25 mM NaH2PO4, 25 mM glucose, 11.6 mM ascorbic acid and 3.1 mM pyruvic acid. Following this initial incubation, the slices were transferred to a second chamber with ACSF also maintained at 34 °C for a minimum of 30 min. Subsequently, the chamber was shifted to room temperature for the duration of the experiment. During recordings, the temperature was maintained at 32 °C, and carbogen-bubbled ACSF was perfused at a rate of 2–3 ml min−1. For whole-cell recordings, we used pipettes (2.5–3.5 MΩ) crafted from borosilicate glass (Sutter Instruments). Cs-based internal solutions were used for voltage-clamp measurements and contained the following components: 135 mM CsMeSO3, 10 mM HEPES, 1 mM EGTA, 3.3 mM QX-314 (Cl− salt), 4 mM Mg-ATP, 0.3 mM Na-GTP and 8 mM Na2-phosphocreatine, with pH adjusted to 7.3 using CsOH, resulting in an osmolarity of 295 mOsm kg−1.
In vivo extracellular electrophysiology acquisition systems
For in vivo electrophysiology, two different electrophysiology systems were used at two different times in the project. First, we used a Plexon Omniplex recording system with a Plexon headstage and Neuronexus probe (A1x32-Edge-10mm-20-177) to record from eight mice. The Neuronexus probe had 32 linearly arranged recording sites, spaced at a distance of 20 µm between each pair of sites. We acquired data at 40 kHz using the Plexon software PlexControl, passed to a DAC card and PC. Second, we used the WHISPER recording system, custom-built at Janelia Research Campus, to record from 19 mice. We used the same 32-channel Neuronexus probe. Data were amplified and multiplexed by the WHISPER acquisition system, and acquired by the National Instruments USB-6366, X series card. We sampled data at a rate of 25 kHz. We used the program SpikeGLX to acquire data.
In vivo extracellular electrophysiology recording configuration
While mice were briefly anaesthetized before the electrophysiology recording, we drilled a craniotomy to allow access to the brain (see ‘Recording from the visual cortex’ or ‘Recording from the pDMSt’). We covered the craniotomy with Kwik-Cast, allowed the animals to wake up and returned the mice to the home cage. At the time of the recording and after the head was restrained, we removed the Kwik-Cast covering the craniotomy. Then we built up a temporary well to contain saline at the site of the craniotomy. We used Kwik-Cast to build up this well after the head had been restrained. We placed sterile 1X PBS (pH 7.4) into this recording well. As the reference ground, we used a silver chloride wire resting in this well and in the saline. Thus, all electrode channels within the brain were referenced to this point outside of the brain. We inserted the probe into the brain. We recorded broadband neural activity while mice performed the behaviour. After the recording session, we computationally high pass-filtered the neural data above 300 Hz to remove low-frequency signals and to obtain the high pass-filtered extracellular activity including action potentials. We periodically replaced the 1X PBS during the recording session, as necessary, to prevent the well and craniotomy from drying out. After the end of the recording session and after removing the electrophysiology probe from the brain, we removed the Kwik-Cast well from the skull of the mouse and covered the hole in the skull with a small amount of fresh Kwik-Cast. We returned the mouse to the home cage.
In vivo acute recordings over days
We recorded acutely from the brain of each mouse over several consecutive days, no more than about 5 days. We then euthanized the mouse, extracted the brain and performed post-mortem histology.
In vivo electrophysiology in visual cortex
To record from the visual cortex in behaving mice, we anaesthetized already trained and already head-framed mice during an additional, brief surgery (5–10 min). We closed the eyes of the mouse during this brief surgery. We drilled a very small hole through the skull over V1. This hole had a diameter of about 0.05 mm. To do this, we first thinned the skull until it cracked, and then we used the bent tip of a needle to flake off bone until the brain was exposed. We covered the exposed brain using a drop of Kwik-Cast applied to the skull. At the time of the recording, we restrained the head of an awake mouse, removed the Kwik-Cast from the skull, built up a Kwik-Cast well around V1 (as described previously in the section ‘In vivo extracellular electrophysiology recording configuration’), added saline to this well, and then placed the electrophysiology probe into the brain, advancing the probe straight down into the brain at a rate of 3 µm s−1 or slower. We targeted V1 at approximately 3.8 mm posterior and 2.5 mm lateral of bregma. We placed the probe in one of two positions: (1) we advanced the probe to the bottom of cortex (depth of about 850 µm), such that the deepest channel on the electrode array was just ventral of cortex, or (2) we advanced the probe until only the most superficial channel of the electrode array was still above the pia. We attempted to avoid any large blood vessels. We registered the depth of each channel according to the estimated bottom of the cortex (position 1) or the estimated top of the cortex (position 2). Although this is not the most accurate way to determine channel depth in the visual cortex, none of our scientific questions depended on exactly accurately registering the channel depths. We recorded extracellular activity while the mice behaved.
In vivo extracellular electrophysiology recording from the pDMSt
To record from the pDMSt in behaving mice, we restrained the head of an already reach-trained mouse. We briefly anaesthetized the mouse by positioning a nose cone, which provided a light level of isoflurane anaesthesia, over the snout of the mouse. We closed the eyes of the mouse and drilled a small hole through the skull. We covered the craniotomy with a small drop of saline (1X PBS, pH 7.4). We built up a well around this craniotomy using Kwik-Cast. We placed the electrophysiology probe and ground wire into this recording well and added more saline. We advanced the electrophysiology probe into the brain at a rate of 5 µm s−1 or slower. We targeted the pDMSt at approximately 0.58 mm posterior, 2 mm lateral and 2.63 mm ventral of bregma. To record from mice with a chronically implanted optical fibre positioned over the pDMSt, we angled the electrode and advanced the electrode through the brain diagonally, until the recording electrode sat beneath the chronically implanted fibre. At the time of an earlier surgery, when we had implanted the headframe onto the skull of the mouse, we had stereotactically flattened the skull and left bregma visible by covering bregma only with Krazy Glue, which is transparent (the rest of the skull was covered with dental cement, except over the visual cortex). Hence, we could use bregma to calibrate the location of entry of the recording electrode. We used an electrode angle of 59° pointed ventral and posterior, with respect to horizontal. We used an electrode angle of 32° pointed lateral, with respect to the midline suture. This electrode track nicely follows the dorsomedial edge of striatum, where the V1 axons terminate. We marked the recording site using dye on the recording probe (see ‘Marking the recording track’). While advancing the probe, we removed the nose cone providing a light level of isoflurane anaesthesia to the mouse and opened their eyes. The mouse recovered from anaesthesia and performed behaviour, as the recording electrode entered the pDMSt. We recorded pDMSt activity while the mouse behaved, for about 1 h. Afterwards, we retracted the recording probe, removed the Kwik-Cast recording well, covered the craniotomy with Kwik-Cast and returned the mouse to its home cage.
Marking the recording track in vivo
When recording from the pDMSt, we marked the recording track for viewing by post-mortem histology. On the last day of recording for each different pDMSt recording site, we coated the recording probe in DiI before inserting the probe into the brain. We quickly removed the PBS from the recording well to prevent the PBS from washing away the DiI. Once the probe had entered the brain but before advancing the probe to its final recording site, we added PBS back to the recording well. We always allowed the DiI-covered recording probe to sit at its final site for at least 15 min. We reconstructed the recording track by viewing DiI in histological sections (see ‘Post-mortem histology’).
Post-mortem histology
To extract the brain, we deeply anaesthetized the mouse using isoflurane. After testing to be sure that the animal did not respond to a toe pinch, the animal was decapitated. We very quickly extracted the brain from the skull and put the brain into 4% paraformaldehyde, where it remained at 4 °C between 36 h and 48 h. We then transferred the brain into 1X PBS (for sectioning using a fixed tissue slicer) or 30% sucrose (for sectioning using a freezing microtome). We made coronal sections that were 50 µm thick. We performed immunohistochemistry in two cases: (1) to locate SPNs (see ‘Immunohistochemistry against DARPP-32’), or (2) to visualize the location of dLight (see ‘Immunohistochemistry to visualize dLight’). Other fluorescent protein signals were not amplified. We mounted the brain sections on slides using a mounting medium containing DAPI. We sliced the entire forebrain starting at the posterior tip of V1 and moving anterior through all of the striatum. We imaged all brain sections and verified virus expression. We used an automated Olympus slide scanner to image the sections (either the VS120 or VS200).
Immunohistochemistry protocol
First, we washed the brain slices in 1X PBS with 0.1% Tween for 90 min. Second, we washed the slices in 10% Blocking One buffer overnight at 4 °C. Third, we added the primary antibody and let the slices sit overnight at 4 °C. Fourth, we washed the slices in 1X PBS with 0.3% Tween (0.3% PBST) three times for 10 min each. Fifth, we incubated the slices in 10% Blocking One with the secondary antibody overnight at 4 °C. Sixth, we washed the slices in 0.3% PBST three times for 10 min each. Last, we washed the slices in 1X PBS for at least 10 min, before mounting the slices.
Immunohistochemistry against DARPP-32
We performed immunohistochemistry against DARPP-32 (Extended Data Fig. 5b) using the Novus Biologicals primary antibody (NB110-56929; concentration 1 µg ml−1) and an anti-rabbit secondary conjugated to Alexa 594 to localize SPNs (A-11012, Invitrogen; concentration 2 µg ml−1).
Selecting new learning days
We defined new learning days as days during learning before the mouse was an expert (\({d}^{{\prime} } < 0.75\)), when the d′ calculated for that day was higher than the d′ achieved by that mouse on any previous day. The last 10% of trials in each session were discarded, because mice disengaged from the task during this period.
Measuring the effects of pDMSt inhibition on reach phases
To test whether pDMSt inhibition had any effect on different phases of the reaching behaviour (that is, initial fast ballistic movement of the arm towards the pellet, grasping the pellet, supination of the paw and raising the paw with the pellet to the mouth; Extended Data Fig. 6a–e), we used a combination of DeepLabCut51 and manual quantification. To measure the trajectory of the initial fast ballistic movement of the arm towards the pellet, we plotted paw trajectories tracked using DeepLabCut51. To measure the duration of each phase of the reaching behaviour, we viewed the high-speed video and manually counted the number of frames belonging to each phase of the reach. The ∆t from the perch to pellet was the time required for the paw to move from its resting position to touching the pellet. The ∆t grasp was the time required for the fingers of the paw to close completely around the pellet. The ∆t grasp to mouth was the time required for the mouse to lift the pellet into the mouth.
Spike detection and single-unit sorting
We examined the raw physiology signal for periods when the mouse was chewing. Chewing sometimes produced large artefacts in the data that were easily identified. As mice chew at about 7 Hz, the chewing artefacts were periodic at 7 Hz, although these artefacts also contained high-frequency content. The artefacts were much larger than any spikes. We removed any chewing artefacts by subtracting the common mode signal across all physiology channels, because the chewing artefact was identical on all channels. We verified that any spikes detected during these artefacts were identical in shape and size to the spikes detected outside of these artefacts, for a number of example single units when only one large unit was recorded per channel. We filtered the physiology data between 300 Hz and 25 kHz. We then used UltraMegaSort to detect spikes and cluster single units, as described elsewhere54,55.
Identifying putative SPNs
We identified putative SPNs as in ref. 33. First, for each unit, we averaged all of its spikes to get the average waveform. Second, we defined the spike amplitude as the maximum size of the negative deflection. Third, we defined the width of the spike waveform at half-maximum (called ‘width’ in Fig. 5b) as the time delay between the falling and rising time points at half the spike amplitude. Fourth, we measured the average firing rate of the unit over the entire experiment. We used these features to classify the unit as one of the following types (see Fig. 5b for an example session with different unit types).
 
	SPN: width of the spike waveform at half-maximum ≥ 0.22  ms and mean firing rate < 4 Hz

	Tonically active neuron: width of the spike waveform at half-maximum ≥ 0.22 ms and mean firing rate ≥ 4 Hz

	Fast spiking: width of the spike waveform at half-maximum < 0.22 ms and mean firing rate ≥ 1.25 Hz

	Low-firing-rate thin: width of the spike waveform at half-maximum < 0.22 ms and mean firing rate < 1.25 Hz


Defining the probability that a reach was preceded by the cue
We previously used d′ to represent the behaviour. d′ is a commonly used behavioural metric that compares reaching in the time window immediately after the cue (window A) to reaching in the time window before the cue (window B). However, reaches are sparse in this behaviour, and hence many trials are required to calculate a meaningful d′. The hit rate used to calculate d′ was essentially P(reach|cue). An alternative analysis approach is to define the probability that a reach was preceded by the cue, within some time window. We called this the probability P(cue|reach). We plotted P(cue|reach) to understand how the reaching changes within a single day’s training session (Fig. 2f). P(cue|reach) increased within the day’s training session. For the summary datasets across mice, we used the time window within 0.4 s of cue onset, for consistency with the d′ definition in Fig. 1. Thus, P(cue|reach) was the probability that a reach was preceded by the cue within a 0.4-s time window. However, when analysing the example session in (Fig. 2e, top), summarized in (Fig. 2f, top), we expanded the time window after the cue to 1.5 s, allowing us to calculate a meaningful P(cue|reach) for this single session. In contrast to P(cue|reach), the probability that a reach was followed by the cue (within 0.4 s) decreased within a single day’s training session (0.048 ± 0.003 over the first fourth of the session, and 0.038 ± 0.002 over the last half of the session, P = 0.01 from a two-proportion Z-test, n = 58 new learning days from 10 mice).
Control mice for illumination of the pDMSt during learning
To test whether silencing the pDMSt during learning affects behaviour, we trained two groups of mice at the same time (Fig. 3). The first group of mice (n = 9) experienced real silencing of the pDMSt. The second group of mice (n = 7) were controls that did not experience silencing of the pDMSt. These control animals were negative littermates from the NKX2.1–Cre transgenic mouse line cross to the ReaChR transgenic mouse line. To test whether the learning deficit observed in the pDMSt silencing group was simply due to brain damage as a result of virus injections or fibre implants, we performed identical virus injection and fibre implant surgeries on the control mice. The experimenters performing surgeries and training the mice were blinded to the genotype of each mouse from before the first surgery and throughout training. The pDMSt silencing group and control groups were handled identically. We used red light to illuminate the pDMSt bilaterally in the control mice, but this red light did not silence the pDMSt in the absence of ReaChR expression.
Illumination of the pDMSt during learning (loss of one mouse)
One mouse in the pDMSt silencing cohort in Fig. 3 had to be eliminated for health reasons, before switching the cohort to the ‘recovery’ training stage post-pDMSt inhibition.
Identifying sessions where the mouse learned
We identified training sessions in which the mouse improved at cued reaching over the course of the session by evaluating if d′ at the end of the session was more than 0.1 greater than d′ at the beginning of the session. To allow for cases in which the mouse improved either earlier or later in the session, we made three calculations:
$$\begin{array}{c}\Delta {d}_{1}^{{\prime} }={{d}_{{\rm{last}}\;75 \% \;{\rm{o}}{\rm{f}}\;{\rm{s}}{\rm{e}}{\rm{s}}{\rm{s}}{\rm{i}}{\rm{o}}{\rm{n}}}^{{\prime} }-\,d}_{{\rm{first}}\;25 \% \;{\rm{o}}{\rm{f}}\;{\rm{s}}{\rm{e}}{\rm{s}}{\rm{s}}{\rm{i}}{\rm{o}}{\rm{n}}}^{{\prime} }\\ \Delta {d}_{2}^{{\prime} }=\,{{d}_{{\rm{last}}\;50 \% \;{\rm{o}}{\rm{f}}\;{\rm{s}}{\rm{e}}{\rm{s}}{\rm{s}}{\rm{i}}{\rm{o}}{\rm{n}}}^{{\prime} }-\,d}_{{\rm{first}}\;50 \% \;{\rm{o}}{\rm{f}}\;{\rm{s}}{\rm{e}}{\rm{s}}{\rm{s}}{\rm{i}}{\rm{o}}{\rm{n}}}^{{\prime} }\\ \Delta {d}_{3}^{{\prime} }=\,{{d}_{{\rm{last}}\;25\; \% \,{\rm{o}}{\rm{f}}\;{\rm{s}}{\rm{e}}{\rm{s}}{\rm{s}}{\rm{i}}{\rm{o}}{\rm{n}}}^{{\prime} }-\,d}_{{\rm{first}}\;75 \% \;{\rm{o}}{\rm{f}}\;{\rm{s}}{\rm{e}}{\rm{s}}{\rm{s}}{\rm{i}}{\rm{o}}{\rm{n}}}^{{\prime} }\end{array}$$
If either \({\Delta d}_{1}^{{\prime} }\), \({\Delta d}_{2}^{{\prime} }\) or \({\Delta d}_{3}^{{\prime} }\) were greater than 0.1, we classified the session as one in which the mouse learned.
Injections of muscimol into the superior colliculus
We injected 1.5 µg µl−1 muscimol (M1523, Sigma-Aldrich) dissolved in 0.9% NaCl in ddH2O (Extended Data Fig. 6g–k). Injections were stereotactically targeted to the superior colliculus at coordinates 4.6 mm posterior to bregma, 0.8 mm lateral to the midline and 1.9 mm deep. To avoid the sinus and a chronically implanted headframe, we used an angled approach (either 18° or 48° from vertical), advancing the pipette laterally to medially and dorsally to ventrally. We used two different injection systems: a Drummond NanoJect for four mice and a WPI injector for the remaining four mice. We briefly anaesthetized the mice, performed a small craniotomy (on the first injection day) and injected muscimol at 30–40 nl min−1. After injection, we waited 2 min before retracting the pipette and waking the mouse. The total anaesthesia duration was less than 15 min. Mice were allowed to recover fully in their home cage for 10–20 min, resuming normal behaviour, before being transferred to the behavioural rig for 1-h-long cued reaching sessions. The mice were then returned to the home cage. We interleaved control days (no injection) with muscimol or saline injection days over several successive days.
Mice were excluded if they were unable to perform spontaneous reaches after the muscimol injection, as cue–reach associative memory could not be assessed. We titrated muscimol volumes to minimize the disruption to spontaneous reaching. The muscimol injection volumes in Extended Data Fig. 6g–k were 115 nl, 100 nl and 100 nl (mouse 1); 50 nl and 50 nl (mouse 2); 90 nl (mouse 3); and 20 nl (mouse 4). The saline injection volumes in Extended Data Fig. 6g–k were 100 nl saline plus dye (mouse 1); 70 nl saline (mouse 2); and 60 nl dye plus saline (mouse 4). We injected DiI as the dye. Three mice failed to recover spontaneous reaching on all muscimol injection days and were excluded. Another mouse was excluded, because it did not perform cued reaching on the control days. We were unable to perform a saline injection in mouse 3 or a dye injection in mouse 2, because the headframes came off, after which the mice were immediately euthanized. We processed all the brains as described in ‘Post-mortem histology’.
For the four animals that did not recover spontaneous reaching after the muscimol injection, we observed gross motor defects, including spinning in the home cage and, on 2 of the muscimol injection days, seizure-like activity manifest as running-like movements of the forelimbs and hindlimbs. (In this latter case, we immediately euthanized the mice.) The spinning behaviour resolved within a few hours, but during this time, the mice did not perform spontaneous reaches when placed into the behavioural rig and hence could not be used to collect data about the cue–reach association.
Statistics on muscimol injections into the superior colliculus
We used a linear mixed-effects model to assess whether muscimol injections affected a behavioural metric (that is, cued reach rate, uncued reach rate or d′; Extended Data Fig. 6k). To account for the non-independence of observations within the same mouse and potential baseline differences between mice, a random intercept was incorporated for each mouse. An overall intercept was also included to capture general trends. The model was
$${{\rm{m}}{\rm{e}}{\rm{t}}{\rm{r}}{\rm{i}}{\rm{c}}}_{ij}={\beta }_{0}+{\beta }_{1}\times {{\rm{C}}{\rm{o}}{\rm{n}}{\rm{d}}{\rm{i}}{\rm{t}}{\rm{i}}{\rm{o}}{\rm{n}}}_{ij}+{u}_{i}+{{\epsilon }}_{ij}$$
where \({\beta }_{0}\) is the overall intercept, \({\beta }_{1}\) is the fixed-effect coefficient, \({{\rm{Condition}}}_{ij}\) indicates muscimol or control (including no injection and saline days) for the i-th mouse at the j-th observation, \({u}_{i} \sim {\mathcal{N}}(0,{\sigma }_{u}^{2})\) represents the random intercept for the i-th mouse, and \({{\epsilon }}_{{ij}} \sim {\mathcal{N}}(0,{\sigma }_{{\epsilon }}^{2})\) is the residual error, implemented in MATLAB using the fitlme function.
Statistics on learning curves with or without pDMSt inhibition
We used a linear mixed-effects model to assess whether pDMSt inhibition affected the change in d′ on days 15–20 relative to day 1. To account for the non-independence of observations within the same mouse and potential baseline differences between mice, a random intercept was incorporated for each mouse. An overall intercept was also included to capture general trends. The model was
$${\Delta {d}^{{\prime} }}_{ij}={\beta }_{0}+{\beta }_{1}\times {{\rm{C}}{\rm{o}}{\rm{n}}{\rm{d}}{\rm{i}}{\rm{t}}{\rm{i}}{\rm{o}}{\rm{n}}}_{ij}+{u}_{i}+{{\epsilon }}_{ij}$$
where \({\beta }_{0}\) is the overall intercept, \({\beta }_{1}\) is the fixed-effect coefficient, \({{\rm{Condition}}}_{ij}\) indicates the condition of control or pDMSt inhibition during learning for the i-th mouse at the j-th observation, \({u}_{i} \sim {\mathcal{N}}(0,{\sigma }_{u}^{2})\) represents the random intercept for the i-th mouse, and \({{\epsilon }}_{{ij}} \sim {\mathcal{N}}(0,{\sigma }_{{\epsilon }}^{2})\) is the residual error, implemented in MATLAB using the fitlme function. When plotting the learning curves, on days excluded from the analysis because the mouse cheated, we interpolated d′ using neighbouring days or filled in the d′ from the last day before cheating.
Natural visual discrimination behaviour
We designed a behavioural paradigm in which mice learned to discriminate between two visual stimuli: a cue, paired with food pellet delivery, and a distractor, unpaired with the pellet (Extended Data Fig. 8). Both stimuli were spatially unstructured and delivered via the same 1-mm-diameter optical fibre coupled to a 473-nm blue LED (maximum output of 40 mW) positioned several inches above the head of the mouse. The LED remained off during baseline periods and was activated only during stimulus presentation. The cue consisted of a gradual ramp in blue-light intensity, increasing from 0 mW to 40 mW over 0.5 s, with pellet delivery coinciding with the ramp onset. The distractor was a 6-Hz flicker, comprising six rapid light ramps (0–40 mW) over 1 s. The cue and distractor were randomly interleaved and presented with approximately equal probabilities.
Natural visual discrimination data analysis
Our analysis of the natural visual discrimination was analogous to our analysis of the optogenetic cue (Extended Data Fig. 8). We measured reach rates within a 400-ms window starting after the onset of either the cue or the distractor. To assess discrimination performance, we calculated the ‘rate ratio’: the ratio of the reach rate following the cue to the reach rate following the distractor. Histograms of the rate ratio were generated across days and across individual mice. We used a linear mixed-effects model to compare the rate ratio on days 10–15 as a function of the condition, that is, whether the animal experienced pDMSt inhibition during learning. To account for the non-independence of observations within the same mouse and potential baseline differences between mice, a random intercept was incorporated for each mouse. An overall intercept was also included to capture general trends. The model was
$${\text{Rate ratio}}_{ij}={\beta }_{0}+{\beta }_{1}\times {{\rm{C}}{\rm{o}}{\rm{n}}{\rm{d}}{\rm{i}}{\rm{t}}{\rm{i}}{\rm{o}}{\rm{n}}}_{ij}+{u}_{i}+{{\epsilon }}_{ij}$$
where \({\beta }_{0}\) is the overall intercept, \({\beta }_{1}\) is the fixed-effect coefficient, \({{\rm{Condition}}}_{ij}\) indicates the condition for the i-th mouse at the j-th observation, \({u}_{i} \sim {\mathcal{N}}(0,{\sigma }_{u}^{2})\) represents the random intercept for the i-th mouse, and \({{\epsilon }}_{ij} \sim {\mathcal{N}}(0,{\sigma }_{{\epsilon }}^{2})\) is the residual error, implemented in MATLAB using the fitlme function. To compare the rate ratio across mice as a function of the condition, we used the Wilcoxon rank-sum test.
Changes in behaviour from trial to trial
To examine trial-to-trial changes in behaviour that underlie learning, we selected training sessions in which the mouse learned (see ‘Identifying sessions where the mouse learned’). We then considered the individual cue presentations and reach attempts comprising these sessions. To determine how the outcome of one trial affected the next, we considered sequences of three neighbouring trials: trial n − 1, trial n and trial n + 1. This three-trial sequence analysis avoids issues of regression to the mean. We measured how behavioural changes from trial n − 1 to trial n + 1, contingent on the behavioural experience of trial n. We defined behaviour as a 2D quantity, the rate of reaching in the cued window versus the rate of reaching in the uncued window. The cued window was defined as the 400-ms time window immediately after cue onset. The uncued window was defined as the time window beginning 3 s before cue onset and ending 0.25 s before cue onset. To plot how the behaviour changed in this 2D space, we ran a bootstrap by resampling, with replacement, all trial sequences, in which the behaviour of trial n matched a particular type (that is, cued success, cued failure, uncued success or uncued failure; see the next paragraph). If we began with m trials of this particular type, we resampled m trials at each iteration of the bootstrap. For each iteration of the bootstrap, we subtracted the average behaviour on trial n − 1 from the average behaviour on trial n + 1. This is represented by the following: mean(behaviour on trial)n + 1 (resample i)) − mean(behaviour on trialn − 1 (resample i)),where i is the set of resampled trials for iteration i of the bootstrap. Thus, this bootstrap analysis represents the change in the joint distribution of cued and uncued reach rates. We plotted 100 runs of the bootstrap as the scatter plots in Fig. 4 (each dot is the result of one iteration of the bootstrap). In the top row of Fig. 4, we also plotted a shaded region that represents the 2D histogram of the change in this joint distribution, after running 1,000 iterations of the bootstrap and filtering the resulting 2D histogram with a Gaussian filter with standard deviation equal to 0.0096 along the x axis (Δreach rate uncued) and 0.024 along the y axis (Δreach rate cued).
We classified the behavioural experience of trial n as one of four types:
 
	 (1) Cued success: on trial n, the mouse
 
	 (i) Did not reach before the cue

	 (ii) Made a successful reach within 1 s after cue onset



	 (2) Cued failure: on trial n, the mouse
 
	 (i) Did not reach before the cue

	 (ii) Made a failed reach (that is, dropped pellet, reached but failed to touch the pellet or the pellet was missing at the time of the reach) within 1 s after cue onset



	 (3) Uncued success: on trial n, the mouse
 
	 (i) Did not reach before the cue

	 (ii) Did not reach in the 1.5-s time window after the cue

	 (iii) Made a successful reach between 3.5 s and 7 s after the cue (note that successful reaches are not possible before the cue, when the pellet is missing)



	 (4) Uncued failure: on trial n, the mouse
 
	 (i) Made a failed reach before the cue

	 (ii) And was not chewing at the beginning of the trial (we excluded trials when the mouse was chewing at the beginning of the trial, because, if the mouse had its forelimb outstretched to chew, the mouse could potentially detect the approaching pellet with its already outstretched forelimb)

	 (iii) Or made a failed reach between 3.5 s and 7 s after the cue

	 (iv) Did not reach in the 1.5-s time window after the cue

	 (v) Did not make any successful reaches at any time in this trial (that is, all reaches were failures)




To measure the effects of pDMSt optogenetic inhibition, we compared three-trial sequences when the optogenetic inhibition was on or off in trial n (‘inhibition on’ or ‘inhibition off’). To ensure that the inhibition off trials were interleaved with the inhibition on trials, we took inhibition off trials that were followed by an inhibition on trial at the trial position n + 2, n + 3, n + 4 or n + 5. Analogously, to ensure that the inhibition on trials were interleaved with the inhibition off trials, we took inhibition on trials that were followed by an inhibition off trial at the trial position n + 2, n + 3, n + 4 or n + 5.
Note that the time window of pDMSt optogenetic inhibition overlaps the cued success (Fig. 4c, first column) but does not overlap the uncued success (Fig. 4c, third column). This may explain why the pDMSt optogenetic inhibition disrupted the behavioural update after a cued success but not after an uncued success.
No outcome-independent behavioural change
To test whether there was any systematic change in the behaviour that did not depend on the behavioural experience of trial n, we plotted the change in behaviour from trial n − 1 to trial n + 1, given any type of trial n behavioural experience (Fig. 4b). Any type of trial includes trials when the mouse reached successfully, failed or did not reach. There was no systematic change.
Effect of pDMSt inhibition on the current trial
To test whether pDMSt inhibition affects the current trial, we plotted the change in behaviour from trial n − 1 to trial n + 1, given (1) any type of trial n behavioural experience, and (2) pDMSt inhibition during the cue on trial n + 1 versus no inhibition on trial n + 1 (Fig. 4d). pDMSt inhibition on trial n + 1 (beginning 5 ms before the cue and continuing for 1 s) did not produce a shift in behaviour from trial n − 1 to trial n + 1, consistent with data elsewhere in this paper showing no effect of pDMSt inhibition on the ongoing cued reaching behaviour (for example, Fig. 2d).
Varied timing of pDMSt inhibition
To determine when pDMSt neural activity was required for trial-to-trial behavioural updates, we varied the timing of the 0.5-s optogenetic inhibition relative to the cue and reach. Inhibition was applied at one of three time points: (1) starting 0.5 s before cue onset, (2) simultaneously with cue onset, or (3) 0.3 s after cue onset. For each inhibition timing, we analysed sequences of three consecutive trials (trial n − 1, n and n + 1) where the reach on trial n occurred at different times with respect to the pDMSt inhibition. Figure 4e shows the change in reaching behaviour from trial n − 1 to trial n + 1 for successful reaches on trial n. The y axis in Fig. 4e is identical to the y axis in Fig. 4a–d and represents the change in reach rate in a 400-ms window following cue onset. The circles represent the mean across trials, and the vertical lines show the standard error (mean ± s.e.m.). For clarity, the line representing the mean − s.e.m. was omitted. The black dots are when trial n was a control trial; the red dots are when trial n contained pDMSt inhibition. Successful reaches before cue onset led to a decrease in cued reaching on trial n + 1, whereas successful reaches after cue onset increased cued reaching on trial n + 1. To ensure sufficient reach counts for statistical power, we used different reach time windows based on reach frequency. For example, we needed to use a long 1.2-s window for low-frequency reaches before the cue. Hence, in the left panel of Fig. 4e, we used a 1.2-s-long reach time window. Because cued reaches occurred at a higher rate after the cue, we could use a shorter reach time window for the middle panel of Fig. 4e. We used a 0.2-s-long reach time window for the points at x axis positions 0.2 s, 0.3 s, 0.4 s and 0.5 s, but we had to use a longer reach time window of 0.5 s for the point at x axis position 0.75 s owing to lower reach counts. For the right panel of Fig. 4e, we used a 0.2-s-long reach time window for the points at x axis positions 0.2 s, 0.225 s, 0.25 s, 0.275 s, 0.3 s, 0.4 s and 0.5 s. We used a 1-s-long reach time window for the points at x axis positions 1 s, 1.1 s and 1.5 s owing to lower reach counts. Figure 4f displays the difference between the red and black points from Fig. 4e, plotted according to the time difference between the midpoint of pDMSt inhibition (middle of the 0.5-s window) and the midpoint of the reach time bin. We overlaid all the points from the panels in Fig. 4e to construct Fig. 4f.
Control for behaviour change (backwards time control)
If the change in behaviour from trial n − 1 to trial n + 1 depends on the behavioural experience of trial n, then the effect on trial n + 1 should be manifest forwards in time but not backwards in time. If trial n + 1 showed the same shift in behaviour when ‘time moved backwards’, this would suggest a correlational structure in the data but not any causal effect of the behavioural experience of trial n. To test this, instead of conditioning trial n + 1 on trial n, we conditioned trial n + 1 on trial n + 2. We measured the shift in behaviour from trial n − 1 to trial n + 1, that is, before the particular behavioural experience of trial n + 2. This abolished the increase in cued reaching observed after a cued success, and this abolished the increase in uncued reaching observed after an uncued success (Extended Data Fig. 9a).
Optogenetically inhibiting the pDMSt using GtACR2
We used a second, orthogonal optogenetic method to confirm that inhibiting the pDMSt disrupts the behavioural updates from trial to trial. We directly expressed soma-targeted GtACR2, a blue-light-stimulated inhibitory opsin, in SPNs. We injected an AAV carrying Cre-dependent GtACR2 (see ‘Virus injection of GtACR2 into the pDMSt and ChrimsonR into the visual cortex’) into the pDMSt bilaterally in the double transgenic offspring of a cross between the D1–Cre transgenic mouse line and the Adora2a–Cre transgenic mouse line. This led to expression of the inhibitory opsin GtACR2 in both direct and indirect pathway neurons of the pDMSt. We illuminated the pDMSt bilaterally with blue light from a 473-nm laser. The duration of the step-pulse illumination was 1 s and began 5 ms before cue onset. The power of the blue light at the tip of the patch cord was 8 mW. To activate the cue neurons in the visual cortex and avoid any antidromic activation of these visual cortex cue neurons by the blue light in the pDMSt, we expressed soma-targeted ChrimsonR in the cue neurons. ChrimsonR is a red-activatable excitatory opsin. We illuminated the thinned skull over the visual cortex with a red LED coupled to an optical fibre (output power of 35 mW and diameter of the optical fibre of 1 mm). The duration of red light illumination was 0.25 s. We used a constant step pulse of red light to activate the cue neurons. We interleaved the GtACR2-mediated inhibition of the pDMSt on random trials while mice learned to respond to the cue. We aimed to minimize confounds of GtACR2 axonal stimulation by using soma-targeted GtACR2, by using a low light power (8 mW), and by excluding entire sessions if the GtACR2 stimulation led to an increase in cued reaching of more than 20% of the control reach rate (excluded 43 of 87 sessions). We then performed the same trial-to-trial analysis as in Fig. 4. We observed qualitatively the same effects of inhibiting the pDMSt using GtACR2 (Extended Data Fig. 9d) as when we inhibited the pDMSt using ReaChR (Fig. 4).
Viral injections of pDMSt GtACR2 and visual cortex ChrimsonR
We targeted the pDMSt and visual cortex for injections, as described above. We injected 150 nl of the virus AAV2/8-hSyn-SIO-stGtACR2-FusionRed mixed with 150 nl of the virus AAV2/retro-EF1a-mCherry-IRES-Flpo into the pDMSt bilaterally. We injected 300 nl of this mixture into the pDMSt of each hemisphere. We injected 300 nl of the virus AAV2/8-EF1a-fDIO-ChrimsonR-mRuby2-KV2.1TS into V1.
Dopamine fibre photometry in the pDMSt (virus injections)
For the surgery protocol, see the section ‘Virus injections surgical details’. We unilaterally injected the pDMSt with AAV9-syn-dLight1.1. We injected the AAV2/retro-EF1a-mCherry-IRES-Flpo into the pDMSt at the same time. We mixed the Flp and dLight viruses in a ratio of 1:1. We then injected 300 nl of this mixture into the pDMSt. We targeted the pDMSt at 0.58 mm posterior, 2.5 mm lateral and 2.375 mm ventral of bregma. We then injected V1 with AAV2/8-EF1a-fDIO-ChrimsonR-mRuby2-KV2.1TS, as described in ‘Injection of the AAV carrying Flp-dependent ChrimsonR’. We chose to trigger the optogenetic cue using the red-light-activated ChrimsonR instead of the blue-light-activated opsin ChR2, in the case of these mice for dopamine fibre photometry, because we wanted to avoid any leak of blue light into the dLight1.1 excitation channel. We injected adult mice older than 40 days of age.
Dopamine fibre photometry in the pDMSt (optogenetic cue)
We activated the ChrimsonR-expressing neurons in the visual cortex as the optogenetic cue. See the section ‘Red light optogenetic cue’ for details.
Dopamine fibre photometry in the pDMSt (acquisition setup)
We implanted an optical fibre unilaterally over the pDMSt for dopamine fibre photometry. We implanted this fibre over the pDMSt ipsilateral to the virally expressing cue neurons in the visual cortex, because V1 provides a predominantly unilateral projection to the pDMSt (see the section ‘Fibre implants to optically access the pDMSt’ for details about the optical fibre implants and targeting of the pDMSt). We coupled the implanted fibre to a Doric Lenses patch cord (0.37 NA). This was coupled to a Doric Fluorescence MiniCube (iFMC5_E1(460-490)_F1(500-540)_E2(555-570)_F2(580-680)_S) for fluorescence imaging. The excitation LED wavelength was band-passed between 460 nm and 490 nm, and the emission light was band-passed between 500 nm 540 nm for green imaging. The MiniCube also enabled red imaging. For red imaging, the excitation LED wavelength was between 555 nm and 570 nm, and the emission light was band-passed between 580 nm and 680 nm. We used the red channel only as an autofluorescence control. Because the heads of the mice were restrained, motion artefacts and artefacts relating to any bending of the patch cord were limited. We modulated the excitation light emitted by the LED. We modulated this light at a constant frequency of 167 Hz, and we sampled the emission light at 2,000 Hz. We used a LabJack T7 to drive the LED and sample data from the photodetector on the Doric MiniCube. We used a custom code in MATLAB to acquire data from and write data to the LabJack T7.
Dopamine fibre photometry and Z-score
We band-passed the collected green light between 120 Hz and 200 Hz (the excitation light was modulated at 167 Hz). Next, we used the MATLAB package Chronux to get a spectrogram. Chronux uses the multi-taper method to calculate the spectrogram. We passed the following parameters to Chronux: (A) moving window of 0.1 s, shifted every 0.01 s to provide a smoothed output, (B) time-bandwidth product of 3, and (C) 2 tapers. Third, we measured the time-varying power to get a representation of the putative dopamine-dependent fluorescence of dLight1.1. We calculated the Z-score of this power using a rolling baseline window with a duration of 30 s. We median-filtered this Z-score.
Immunohistochemistry to visualize dLight
We followed the protocol described above in the section ‘Immunohistochemistry protocol’. As the primary antibody, we used anti-GFP from Abcam (#ab13970; concentration 2.5 µg ml−1). As the secondary antibody, we used an anti-chicken antibody conjugated to Alexa 488 from Thermo Fisher (A-11039; concentration 10 µg ml−1).
Definition of the post-outcome period
A mouse found out whether a reach was successful at the moment when the paw encountered or failed to encounter the food pellet. If the mouse dropped the pellet, the drop typically occured very shortly (less than 0.1 s) after the paw first encountered the pellet. We aligned reaches to the moment when the arm is outstretched. Hence, the outcome was manifest and known around this time point. Thus, we defined the post-outcome period (POP) as the 5-s time window beginning at the outstretched arm.
Trial type definitions for in vivo physiology analysis
We defined a cued reach as any reach occurring within 3 s of the cue onset. We defined an uncued reach as any reach occurring from 5 s to 16 s after the cue onset, a window that also captures reaches occurring before the onset of the next trial’s cue. As mice learned to respond to the cue, cued reaches became restricted to the brief 400-ms window immediately after the cue, but while mice were learning, there was greater variability in the timing of the apparently cued reach. Therefore, we did not analyse reaches between 3 s and 5 s after cue onset, because they were ambiguously either cued at a long delay or uncued. We defined a success as any reach resulting in successful pellet consumption. We defined a failure as any reach not resulting in successful pellet consumption, including cases when the mouse dropped the pellet, reached in a time window when the pellet was missing or reached without dislodging the pellet.
Training and test sets
We aimed (step 1) to classify neuronal responses into different groups and (step 2) to use these groups to decode the behavioural trial type (that is, cued success, cued failure, uncued success or uncued failure) based on the neural activity (Fig. 5 and Extended Data Fig. 10). To avoid any circular logic or studying noise, we divided the dataset into training and test sets. The training set was a randomly selected 50% of trials acquired for each neuron of each behavioural trial type. For example, if we recorded 50 cued success trials, 40 cued failure trials, 30 uncued success trials and 60 uncued failure trials for neuron 1, then the training set was a random 25 cued success trials, a random 20 cued failure trials, a random 15 uncued success trials and a random 30 uncued failure trials for neuron 1. We used these same trials for all other neurons recorded simultaneously with neuron 1. The test set was the other half of trials. We performed all of step 1 (classification of neurons into different groups) based on the training set only (Extended Data Fig. 10). We then performed all of step 2 (decoding the behaviour based on the neural activity) based on the test set only (Fig. 5j–l). Hence, any patterns detected by the grouping in step 1 are only useful in step 2, if these patterns are consistent across the training and test sets and do not represent noise.
Two approaches to analyse the SPN activity patterns
We observed that some neurons were more active after a success than after a failure, whereas other neurons were more active after a failure than after a success. To investigate this observation more rigorously, we took two different approaches to organizing the neural activity patterns of the recorded SPNs. Approach 1 was fitting a GLM to the activity pattern of each neuron, followed by clustering of the GLM coefficients (Extended Data Fig. 10a–e). Approach 2 was performing a tensor regression to relate a tensor (or matrix) representing the activity patterns of the neurons to the different behavioural conditions (Extended Data Fig. 10f–l). Both approaches ultimately provided a similar view of the neural data, that is, one group of cells was more active after a success, and a second, different group of cells was more active after a failure, consistent with our observation by eye. We explain each of these two approaches in greater detail below. We used only trials in the training set for the GLM fitting and tensor regression (see ‘Training and test sets’).
Generalized linear model
We built a GLM to analyse how behavioural events predict the neural activity of each recorded neuron. The behavioural events were:
 
	 (1) Cue

	 (2) Distractor LED

	 (3) Reach (moment of arm outstretched)

	 (4) Successful outcome (moment of arm outstretched)

	 (5) Failed outcome is dropped pellet (moment of arm outstretched)

	 (6) Failed outcome is pellet missing (moment of arm outstretched)

	 (7) Cued successful outcome (moment of arm outstretched)

	 (8) Cued failed outcome is dropped pellet (moment of arm outstretched)

	 (9) Cued failed outcome is pellet missing (moment of arm outstretched)


We binned the neural activity into 0.1-s time bins, and we represented each behavioural event as 1’s or 0’s across the 0.1-s time bins. We shifted each of the nine behavioural events in time steps of 0.1 s to produce more time-shifted behavioural events (from 2 s before the event to 5 s after the event, 9 × 71 = 639 time-shifted behavioural events). We then used a custom code in Python wrapping scikit-learn to find a weight or GLM coefficient (Extended Data Fig. 10a) associated with each of these time-shifted behavioural events. We used a linear link function between the time-shifted behavioural events and the neural activity. To fit the GLM, we used fivefold cross-validation and held out 10% of the data for testing. The resulting GLM coefficients attempted to relate the time-shifted behavioural events to the neural activity. The coefficients associated with each type of behavioural event provide a picture of how that behavioural event predicts neural activity in time. To get the coefficients for a failed outcome, we averaged the coefficients for the two types of failures, (A) dropped pellet and (B) reach to a missing pellet.
Our goal is to find a GLM that is a good fit to the data. We used regularization to prevent overfitting. Regularization adds a penalty that is a function of the magnitude of the GLM coefficients. Hence, with regularization, more parsimonious solutions are preferred. There are different approaches to regularization. We performed a hyperparameter sweep over various regularization parameters to find the regularization parameters resulting in a GLM with the highest R2 regression score function (coefficient of determination):
$${R}^{2}=1-\,\frac{{{\rm{SS}}}_{{\rm{res}}}}{{{\rm{SS}}}_{{\rm{tot}}}}$$
where SSres is the sum of squares of residuals after subtracting the model fit, and SStot is the total sum of squares (proportional to the variance of the data). These two regularization parameters were used: α and l1_ratio. At α = 0, this is ordinary least squares, and there is no regularization of the model. At α ≠ 0 and l1_ratio = 0, this is Ridge regression. At α ≠ 0 and l1_ratio = 1, this is Lasso regression. Otherwise, we used ElasticNet (see scikit-learn documentation). We tested α = 0 and all combinations of values for the regularization parameters: α = [0.01,0.1,1] and l1_ratio = [0,0.1,0.5,0.9,1]. We performed this hyperparameter sweep and fit the GLM separately for each neuron. All code is freely available on GitHub (https://github.com/kimerein/k-glm).
Clustering the GLM coefficients in the POP
To study whether there is neural activity in the striatum that represents both the reach outcome and its context, we considered the GLM coefficients assigned to the POP (Extended Data Fig. 10b). The POP is the time period after the arm is outstretched (see ‘Definition of the post-outcome period’) and continuing for 5 s. We took the GLM coefficients from 0 s to 5 s for each of these four behavioural events:
 
	 (1) Successful outcome (success)

	 (2) Failed outcome (failure)

	 (3) Cued successful outcome (cue × success)

	 (4) Cued failed outcome (cue × failure)


We called the POP coefficients for each of these behavioural events a ‘kernel’. We smoothed the kernels with a 0.08-s time bin, then max-normalized the kernels. Note that there are now four kernels per neuron. We concatenated the four kernels to make a data vector for each neuron. We considered only neurons with POP coefficients greater than zero. (The excluded neurons had GLM coefficient assignments related to other behavioural events, for example, the cue, or GLM coefficient assignments before the POP period but no GLM coefficient greater than zero in the POP period for the four behavioural events listed above.) Finally, we performed k-means clustering of these vectors to partition them into two clusters (see t-distributed stochastic neighbour embedding (t-SNE) with labels ‘Clust 1’ and ‘Clust 2’ in Extended Data Fig. 10d). For visualization purposes only, we plotted these two clusters in a low-dimensional space using t-SNE in MATLAB (t-SNE parameters: Euclidean distance, perplexity = 150; Extended Data Fig. 10d).
Setting up the tensor regression
We used only the training set to train the regression and later validated using the test set. The goal of the tensor regression (Extended Data Fig. 10f–l) was to predict the behavioural condition (that is, cued success, cued failure, uncued success or uncued failure) from the neural activity. The model can be considered a multilinear (3D) reduced-rank multinomial regression. We attempted to predict the current behavioural condition from the neural activity of the 1,000 SPNs. Typically, there is not a unique solution to this problem, so model comparison was used to choose a rank for the model. Backpropagation via the ADAM optimizer was used to optimize the coefficient weights.
Furthermore, we aimed to find interpretable patterns in the data. Hence, we searched for a regression that could be decomposed into a low-rank sum of rank−1 outer products (that is, a Kruskal tensor). Thus, we searched for a low-dimensional representation that captures the major features of the relationship between the behavioural condition and the neural data. The low dimensionality of this representation or decomposition simplifies our interpretation of the regression and improves the interpretability of the solution found by the optimization algorithm.
We set up the regression as follows. For simplicity, we trial-averaged the responses of each neuron within each of the four behavioural conditions (Extended Data Fig. 10f):

 
	 (1) Successful outcome (success)

	 (2) Failed outcome (failure)

	 (3) Cued successful outcome (cued success)

	 (4) Cued failed outcome (cued failure)


We then time-shifted the failure responses (2 and 4 above) to align the timing of the dopamine dip after a failure (approximately 1.6 s after the arm outstretched) to the timing of the dopamine peak after a success (approximately 0.83 s after the arm outstretched). Although dopamine was measured in a separate group of mice by dLight fibre photometry, we observed that the timing of the post-success dopamine peak and post-failure dopamine dip were quite consistent across mice (not shown). Therefore, we chose the timing of the peak or dip from the averaged data across mice and used those time points to shift the neural data before the tensor regression.
We did not have a trial dimension, because we trial-averaged. For each behavioural condition, there were N neurons by T time points. Putting together the four behavioural conditions, we ended up with a 3D matrix with dimensions, N neurons by T time points by C behavioural conditions (Extended Data Fig. 10g). This 3D matrix, or tensor, was the input to the regression.
We performed a multinomial logistic regression, because we are trying to predict a categorical variable, not a numeric variable, in this case. The categorical variable is the behavioural condition (that is, cued success, cued failure, uncued success or uncued failure). We used custom code wrapping PyTorch in Python to regress the behavioural condition on the input matrix. The output of the model is in the form of a Kruskal tensor, that is, a set of components, where each comprised three 1D vectors, or factors: an N-dimensional, T-dimensional and C-dimensional vector. Taking the outer product of each set of vectors and summing the resulting 3D arrays makes a rank-R beta weight tensor. The inner product of the input tensor with this beta weight tensor produces the output logits for the multinomial regression model. Vectors in the Kruskal tensors can be thought of as the weights, or loadings. By considering these vectors, we can observe the loadings onto each modality (that is, neurons (Extended Data Fig. 10j, left), time points (Extended Data Fig. 10j, middle) and behavioural conditions (Extended Data Fig. 10j, right)). We enforced a non-negativity constraint on the optimized Kruskal tensor weights corresponding to the neuron vectors (that is, factors) only. The other two vectors (that is, factors for time points and behavioural conditions) were allowed to be positive, negative or zero valued. The final tensor regression model was selected to be of rank 2 and thus produced 2 components (see ‘Selecting the rank of the tensor regression’). One component was associated with a specific pattern of activity after a success versus failure. The second component was associated with a different pattern of activity after a success versus failure. These two components tended not to share neurons (Extended Data Fig. 10j, left), suggesting that they represented two different groups of cells. All code is freely available on GitHub (https://github.com/kimerein/tensor_regression).
Tensor regression optimization
We randomly initialized the N neurons by T time points by C behavioural conditions tensor, which represents the regression (see ‘Setting up the tensor regression’), by sampling the parameters from the uniform distribution between 0 and 1, scaled by a constant. This constant is a hyperparameter called Bcp_init_scale in the code (see https://github.com/kimerein/tensor_regression). We set Bcp_init_scale to 0.625. We then optimized the tensor, using a learning rate of 0.007 and minimizing the cross-entropy loss using the ADAM optimizer (see torch.nn.CrossEntropyLoss and torch.optim.Adam), until convergence.
Tensor regression regularization
We used Ridge (L2) regularization, which adds a penalty proportional to the squared magnitude of the parameters. This penalty is added to the loss function, which the optimization attempts to minimize (see ‘Tensor regression optimization’).
Selecting the rank of the tensor regression
Before running the optimization, we must manually select the rank, or number of components, of the tensor regression (Extended Data Fig. 10h,i). The rank can be thought of as roughly analogous to the number of components in principal components analysis or reduced-rank regression. To choose the rank, we re-ran the tensor regression optimization many times, obtaining a solution with a different rank each time. We re-ran the tensor regression optimization ten times for each of the following ranks: 1, 2, 3, 4 and 5. We present the results in Extended Data Fig. 10h,i. First, we found that the loss (we used the cross-entropy loss; see torch.nn.CrossEntropyLoss) was not much worse when the solution was a two-rank solution versus a three-rank, four-rank or five-rank solution (Extended Data Fig. 10i). Therefore, we chose to present a two-rank solution (Extended Data Fig. 10i, arrows), which is simpler to interpret.
Choosing a specific tensor regression solution
Next, we considered the ten different, two-rank solutions produced by running the tensor regression optimization ten times. We noticed that one solution loaded the two components onto two different and largely non-overlapping groups of neurons. We measured the overlap as the ‘joint loading penalty’, J, defined as the pairwise sum of factor loadings onto the same neuron over the pairwise difference of factor loadings onto the same neuron (Extended Data Fig. 10j), that is,
$$J=\,\frac{\sum _{n\in N}\sum _{i,j\in F}|{w}_{n,i}+{w}_{n,j}|}{\sum _{n\in N}\sum _{i,j\in F}|{w}_{n,i}-{w}_{n,j}|}$$
where n is a neuron in the set of neurons N; \(i,j\) are pairs of factors in the set of factors F given \(i\ne j\); and \({w}_{n,i}\) is the loading (or weight) of factor i onto neuron n for the N-dimensional ‘neuron’ vector component of the Kruskal tensor. Note that \({w}_{n,i}\) is always positive, as described above (‘Setting up the tensor regression’). Hence, as the response of a neuron is described more unevenly by the different factors belonging to different components, the penalty J decreases. We chose the solution to the tensor regression optimization that minimized J. This was a solution that loaded the neuron factors of two components onto two largely separate and non-overlapping groups of neurons (Extended Data Fig. 10h, arrow). Note that this solution also utilized the two components equally overall, as measured by the ‘component weight’, that is, the sum of the absolute value of all mean-subtracted parameter weights (Extended Data Fig. 10i, arrows).
Validation of tensor regression
The tensor regression describes the relationship between the neural data and the behaviour based on the training set. To validate our tensor regression, we asked whether this solution is useful to describe the relationship between the neural data and the behaviour for the test set. The test set contains a set of trials independent from the training set. We used the tensor regression to predict behavioural successes versus failures from the neural activity of the test set. The regression correctly predicted behavioural successes versus failures for the test set (Extended Data Fig. 10k), suggesting that there is something detected by the regression that is consistent across the training and test sets. We shuffled the neuron ID, and this markedly degraded the prediction. We shuffled the time points, and this dramatically degraded the prediction. Shuffling both neuron ID and time points further degraded the prediction (Extended Data Fig. 10l).
The simpler approach to the neuron groups 1 and 2
Both approaches (approach 1: clustering GLM coefficients, and approach 2: tensor regression) produced two groups of neurons, which have different response properties. We analysed these two groups of neurons, populating all parts of Fig. 5, based on each approach, and we found that either approach (approach 1: clustering GLM coefficients, or approach 2: tensor regression) produced qualitatively similar results (not shown). However, we decided to use a simpler approach (Extended Data Fig. 10m,n) to separate the neurons into two groups for our presentation in Fig. 5. All approaches revealed consistent structure in the data that was able to predict the behaviour from the neural activity. We arrived at this simpler approach as follows. We observed that component 1 from the tensor regression indicated higher activity that tends to decrease after a success (Extended Data Fig. 10j). We captured this pattern using the ‘modulation index’ after a success (Extended Data Fig. 10m). The modulation index, m, was defined as
$$m=\frac{{c}_{{\rm{\text{2 to 5s}}}}-{c}_{{\rm{\text{0 to 2s}}}}}{| {c}_{{\rm{\text{2 to 5s}}}}| +| {c}_{{\rm{\text{0 to 2s}}}}| }$$
where \({c}_{{\rm{\text{2 to 5s}}}}\) is the average GLM coefficient from 2 s to 5 s after the arm is outstretched, and \({c}_{{\rm{\text{0 to 2s}}}}\) is the average GLM coefficient from 0 s to 2 s after the arm is outstretched. For a success, we calculated \({m}_{{\rm{success}}}\) for the success GLM coefficients and \({m}_{{\rm{\text{cued success}}}}\) for the cued success GLM coefficients. We averaged \({m}_{{\rm{success}}}\) and \({m}_{{\rm{cued\; success}}}\) to get the modulation index after a success, presented in Extended Data Fig. 10m,n. We also observed that component 2 from the tensor regression indicated slightly increasing and sustained activity after a failure (Extended Data Fig. 10j). We captured a pattern of sustained modulation after a failure using the ‘sustained metric’ (Extended Data Fig. 10m). The sustained metric, s, was defined as
$$s=| {c}_{{\rm{\text{1 to 5s}}}}| $$
where \({c}_{{\rm{\text{1 to 5s}}}}\) is the average GLM coefficient from 1 s to 5 s after the arm is outstretched. We calculated \({s}_{{\rm{failure}}}\) for the failure GLM coefficients and \({s}_{\text{cued failure}}\) for the cued failure GLM coefficients. We averaged \({s}_{{\rm{failure}}}\) and \({s}_{\text{cued failure}}\) to get the sustained metric after a failure, presented in Extended Data Fig. 10m,n. The k-means clustering of GLM coefficients produced a division that qualitatively matched these observations (see purple versus cyan dots representing neurons in Extended Data Fig. 10n, top). For simplicity, we decided to just draw a line that separated the purple neurons from the blue neurons in Extended Data Fig. 10n, bottom. We used this line to divide neurons for the analysis presented in Fig. 5. Both of the more complicated approaches (that is, clustering GLM coefficients and tensor regression) motivated our decision to use this line (and not some other boundary) to separate the neurons in Fig. 5 into two groups. Only the data in the training set was used to draw the separation boundary in Extended Data Fig. 10n, bottom, whereas conclusions about its utility were drawn from its application to the test set.
Decoding the behaviour from average unit firing rates
We used only the test set to attempt to decode trial identities (Fig. 5k). To determine whether the neural activity of SPNs in the POP encodes the four behavioural conditions, that is, cued success, cued failure, uncued success or uncued failure, we measured, in each of these behavioural conditions separately, the trial-averaged firing rate of each SPN over the time window 1–5 s after the outstretched arm. We excluded the 1-s window immediately after the outstretched arm to ensure that the cue offset precedes the analysed time window by more than 0.75 s (Fig. 5i). We were not interested in the immediate cue-evoked response but rather whether the cue information continues to be represented after the outcome is known. We considered neurons belonging to either group 1 or group 2, as classified by the methods described above using only the training set for the classification. We ran a bootstrap with 100 iterations to plot how group 1 versus group 2 neuronal firing rates represent the four behavioural conditions (Fig. 5k). At each iteration of the bootstrap, from the group 1 neurons, we randomly sub-sampled n neurons with replacement, and from the group 2 neurons, we randomly sub-sampled n neurons with replacement. We then averaged the firing rates of all group 1 neurons and plotted this as the value along the y axis in Fig. 5k. We averaged the firing rates of all group 2 neurons and plotted this as the value along the x axis in Fig. 5k. There were four behavioural conditions for each sub-sampled set of n neurons. Hence, the 400 points in Fig. 5k represent the average firing rates of group 1 versus group 2 neurons, for each of the behavioural conditions. We found that this mapping, at least partially, separated the cued successes from uncued successes, and both success types from failures. To quantify the quality of this separation, we used linear discriminant analysis (LDA) to attempt a three-way separation of behavioural conditions (cued success versus uncued success versus failure) based on the points in Fig. 5k. We measured the accuracy of the LDA prediction. Higher prediction accuracies indicated better separation. We reported the accuracy of the LDA prediction for different numbers of neurons sub-sampled, n (Fig. 5k, bottom-right).
Shuffled average unit firing rates
To determine whether the separation of neurons into groups 1 and 2 provides any meaningful information, we took all neurons identified as belonging to group 1 or group 2, then shuffled the identities of these neurons before attempting the decoding of the behavioural condition from the neural activity. Figure 5k, top right, shows what happens as a result of this shuffling. Note that successes, and, in particular, the uncued success, are no longer separable from failures. The shuffle decreased the separation of the four behavioural conditions and the quality of the decoding. This indicates that the assignment of neurons into groups 1 or 2 provides added information that helps to decode the current behavioural condition. However, note that some information remains in the activity of all the neurons combined (along the diagonal y = x in Fig. 5k, top right). We also performed a second type of shuffle. For this second shuffle, we maintained the unit identities but shuffled the average firing rates with respect to the behavioural conditions. For example, if neuron 1 had average firing rates of 0.5, 2, 4 and 0 spikes per second for the four behavioural conditions of cued success, cued failure, uncued success and uncued failure, respectively, then after shuffling, neuron 1 had average firing rates of 4, 0, 0.5 and 2 spikes per second for the four behavioural conditions of cued success, cued failure, uncued success and uncued failure, respectively. As expected, this second shuffle also disrupted the decoding of the current behavioural condition (Fig. 5k, bottom-right).
Decoding the behaviour from single-trial firing rates
We used only the test set to attempt to decode trial identities (Fig. 5l). As described above, the average firing rates of the neurons could be used to decode the behavioural condition (that is, cued success, cued failure, uncued success and uncued failure). To test whether single-trial firing rates provided sufficient information to perform similar decoding, we measured the firing rate of each neuron on each trial averaged over the time window 1–5 s after the outstretched arm. We ran a bootstrap with 100 iterations. We randomly sub-sampled n neurons with replacement from the group 1 neurons, and we randomly sub-sampled n neurons with replacement from the group 2 neurons. Then, we randomly sampled one single trial from each unit, for each behavioural condition. For each behavioural condition, we averaged the n single trials. We plotted the average activity from neurons belonging to group 1 on the y axis (Fig. 5l), and we plotted the average activity from neurons belonging to group 2 on the x axis (Fig. 5l). Therefore, there are 100 points plotted (100 bootstrap iterations) for each behavioural condition. We used LDA to attempt a three-way separation of these points based on the behavioural condition (cued success versus uncued success versus failure). We plotted the accuracy of the LDA prediction of the behavioural condition, as a function of the number of trials sub-sampled (Fig. 5l, bottom-right).
Shuffled single-trial firing rates
First, we shuffled the identities of the group 1 and group 2 neurons, before attempting to decode the behavioural condition from neural activity (Fig. 5l, top right). This disrupted the decoding. Second, we randomly permuted the time window-averaged firing rates of single trials with respect to the behavioural conditions of those single trials (Fig. 5l, bottom right). This shuffle also disrupted the decoding.
Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
Summary datasets are available at https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/QPQEC9. Example datasets for running the code at this same location are also available. Because the total amount of raw data is over 10 TB, and this volume is not well supported by the Harvard Dataverse, we have not uploaded all raw data to the Harvard Dataverse, but any raw data will be made freely available on request to the corresponding authors. Source data are provided with this paper.
Code availability
All custom codes are freely available on GitHub, as listed below. An explanation of the top-level scripts, along with example datasets to run the code are available at https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/QPQEC9. The MATLAB analysis code: https://github.com/kimerein/integrate-phys-and-beh and https://github.com/kimerein/KR_Analysis_Toolbox; the Python GLM code: https://github.com/kimerein/k-glm; the automated analysis of reaching in low-speed video: https://github.com/kimerein/reach-behavior-analysis and https://github.com/kimerein/reachBehavior; the multi-unit processing of data from Plexon and WHISPER systems: https://github.com/kimerein/MU-analysis; the Python tensor regression: https://github.com/kimerein/tensor_regression; photometry acquisition: https://github.com/kimerein/photometry; the Arduino code: https://github.com/kimerein/behaviorRig; Python alignment of the high-speed video to events in behaviour: https://github.com/kimerein/integrate-phys-and-beh; and UltraMegaSort spike sorting: https://github.com/kimerein/Mat_Code/tree/master/.
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Extended data figures and tables
Extended Data Fig. 1 Behavior paradigm pairs optogenetic activation of corticostriatal neurons in the visual cortex with presentation of a food pellet obtained by a forelimb reach.
a, Automated rig to train mice. Mice are head-fixed at a short distance from the food pellet. Food pellets are presented and loaded automatically using stepper motors controlled by an Arduino. Arduino also controls the timing of the LEDs and lasers for optogenetic stimulation, triggers the LED distractor, and triggers high-speed video acquisition. Two cameras: one labeled infra-red (IR) camera for low-speed, continuous video acquisition, and one for high-speed 255 frames per second (fps) video acquisition triggered at the beginning of each trial. Speaker masks the sound of the stepper motors. CPU fan obscures the smell of the approaching food pellet. Other food pellets mask the smell of the approaching food pellet. Mirrors are positioned below and to the side of the mouse, enabling high-speed 3D tracking of the paw position using DeepLabCut. Entire rig is enclosed in large light-tight box to prevent the mouse from seeing food pellets. Inside of the box is pitch-black. b, Trial structure: Pellet moves into position in front of the mouse over 1.28 s. Following a 0.22-s delay, cue turns on. 8 s later, pellet moves out of reach. Future food pellets are loaded onto the back of the pellet presenter disk. Random inter-trial interval (ITI) ranges from 0 to 16.5 s (Methods, “Training mice to associate a cue with the food pellet”). c, Analysis of low-speed video to monitor behavior events. Zones are drawn onto the video by user. Behavior events identified by signal processing of intensity signals within these zones (Methods, ‘Processing the 30-fps video’). d-f, Example signals from zones in c. Intensity in arbitrary units. d, Intensity increases when forelimb enters reach zone. e, Intensity increases when pellet enters pellet zone. f, Chewing produces periodic signal at ~7 Hz in chewing zone. g, Accuracy of automated classification of reach outcomes. “Correct” as compared to human classifier.
Extended Data Fig. 2 Optogenetic activation of corticostriatal neurons in visual cortex serves as the cue.
a, Virus injections to retrogradely label striatum-projecting neurons in visual cortex, called the cue neurons (Methods, ‘Virus injection’). b, Histology of example mouse injected with AAV/retro carrying Flp recombinase (red, Flp) into pDMSt bilaterally and injected with AAV carrying FlpOn Channelrhodopsin2 (green, ChR) into the visual cortex unilaterally. Green axons visible in pDMSt. c, Cue neuron cell bodies in visual cortex (top row) and projection pattern of cue neuron axons in striatum (next 3 rows, with close-ups at right). Green arrow shows anterior-most extent of cue neuron axons in only the medial-most part of striatum. d, Recordings in visual cortex to verify optogenetic activation of ChR-expressing cue neurons. left, Average±s.e.m firing rate of all single units (SU) measured by multi-channel extracellular electrophysiology in visual cortex (n = 640 SU from 5 mice). Blue bar represents the duration of LED illumination of visual cortex through a thinned skull. Insets are data from different individual mice over same X axis time window (Y axis range: 0–7 Hz, 0–12 Hz, 0–12 Hz, 2–9 Hz, 1–11 Hz, from top to bottom). right, Response of same neurons to the LED distractor, which is an external visual stimulus with the same blue color and duration as the cue. e, Cue- (left-most panel) or distractor- (middle-left panel) evoked change in firing rates of all individual SU across layers of the visual cortex, ordered from superficial to deep. Change in firing rate is the average firing rate over 0.25 s just after the cue minus the average firing rate over 2 s just before the cue in spikes per s (or aligned to distractor onset). (middle-right panel) Average cue- (blue) or distractor- (orange) evoked change in SU firing rate across depths, as min-subtracted, max-normalized and smoothed by 20 µm bin. (right-most panel) Close-up of visual cortex (V1) histology showing ChR-expressing cue neurons in layers 5 and 2/3 (white arrows point to example cells).
Extended Data Fig. 3 Two distinct phases of learning, motor learning in Phase 1 and associative learning in Phase 2.
In Phase 1, we train hungry mice to perform stereotyped forelimb reaches to obtain the food pellet. In this phase, food pellets are presented at random times. In Phase 2, we train mice to associate the cue with the presentation of the food pellet. Hence, in this phase, mice learn to associate the cue with the forelimb reach. a, Reach outcomes from an example mouse over Phases 1 and 2. Each trial is one cue presentation. Drop means the mouse dislodged the pellet but failed to consume it. Miss means the mouse reached but did not touch the pellet. Success means the mouse successfully grabbed and consumed the pellet. Failures (drops and misses) decrease during Phase 1 motor learning. No further improvements in success rate in Phase 2. b, 3D paw tracking at 255 frames per second (fps). left, Average trajectory of reaches from Phase 2 sessions from an example mouse (n = 412 reaches from 3 sessions). All reaches aligned to the time when the forepaw is part-way to the pellet during the initial ballistic movement of the forelimb toward the pellet. right, Example single reaches during Phase 1 from the same example mouse, showing variable trajectories and a non-stereotyped reach. c, Reaches from same example mouse as b during Phase 2 after pairing the cue with the food pellet. left, Example single reach trajectories overlaid. right, Reach rate over time aligned to the cue (blue bar represents the cue). top to bottom, Each row is a different example session from beginner, intermediate, and expert stages of learning about the cue. Note no further refinement of reach trajectories, despite the mouse shifting the timing of the reach to the time window immediately after the cue.
Extended Data Fig. 4 Mice attend to the optogenetic cue.
All panels show reach rate as in Fig. 1. a, Omit the food pellet, but present the cue. Black: Pellet presented. Orange: Pellet omitted on random trials. n = 11805 black trials, 1637 orange trials from 18 mice. We excluded trials when the mouse dislodged the pellet before the cue. b, Omit the cue, but present the food pellet. Black: Cue turns on. Orange: Cue omitted on random trials. n = 3268 black trials, 246 orange trials from 18 mice. c, Compare reaching in response to the cue with reaching in response to the distractor LED. Black: Aligned to cue. Orange: Aligned to distractor LED. n = 3268 black trials, 3268 orange trials from 18 mice. Video frames at right show that distractor LED is brighter than real cue. d, Response to a red light cue in mice expressing the red-activatable opsin ChrimsonR in visual cortex. Poor visual detection of red light in mice, yet the mice still learn to respond to the optogenetic cue. n = 862 orange trials from 3 mice. e, Response to the blue light cue when the visual cortex does not express the activating opsin Channelrhodopsin2, ChR. Orange: Aligned to the cue, from mice that lack ChR in visual cortex. n = 3225 orange trials from 4 mice. f, In mice trained to respond to the blue light optogenetic cue, block the thinned skull to prevent blue light from accessing the brain. Video frames at right show that the blue light turns on but does not penetrate the blocked skull. Black: Control day before blocking the skull. Orange: The next day when we blocked the skull. n = 2357 black trials, 1733 orange trials from 18 mice.
Extended Data Fig. 5 Method to optogenetically inhibit pDMSt.
a, Schematic sagittal section of mouse brain at medial-lateral position shown by red line in inset box at bottom-left. Injections into a double transgenic mouse expressing Cre in Nkx2.1+ striatal interneurons and red-activatable Channelrhodopsin (ReaChR), where ReaChR expression is conditional on Cre recombinase and Flp recombinase being present in the cell. Thus, Flp injections into pDMSt produce ReaChR expression only in the Nkx2.1+ striatal interneurons of pDMSt. Close-up circle: Striatal interneurons (red) project to and inhibit the striatal projection neurons (black), which represent the sole output of pDMSt. Hence, red light-mediated activation of striatal interneurons is expected to suppress pDMSt output. b, left, Example coronal section of pDMSt showing immunohistochemistry for DARPP-32 marker of striatal projections neurons (pink) in a Cre-dependent Zs-green reporter transgenic mouse line that expresses Zs-green in the Nkx2.1+ striatal interneurons (green). right, Expression of ReaChR-mCitrine (green) that results from AAV/retro Flp-mCherry injection (red) into pDMSt of double transgenic mouse line described in a. c, Acute in vitro slice electrophysiology to test whether ReaChR activation of Nkx2.1+ striatal interneurons produces inhibitory synaptic transmission onto striatal projection neurons (SPNs). left, Example whole-cell voltage-clamp (V-clamp) recording from putative SPN in pDMSt. Black: Average outward current aligned to red light illumination of slice expressing ReaChR in Nkx2.1+ striatal interneurons. Green: Gabazine block suggests that ReaChR-evoked outward current is GABAergic. right, Summary of short-latency, likely monosynaptic outward currents across all putative SPNs (n = 10) patched within (black) or outside of (blue) ReaChR expression zone. Blue square was a cell with outward current delayed by 10 ms (not putative monosynaptic). d, In vivo multi-channel extracellular electrophysiology in pDMSt to test optogenetic inhibition of pDMSt. top, Schematic showing recording in pDMSt from awake mice experiencing blue light-mediated activation of visual cortex cortico-striatal neurons as the cue and red light-mediated activation of striatal interneurons to inhibit the striatal output neurons. middle, Spike waveforms from 4 neighboring electrode channels from an example red light-activated single unit, indicating no difference in that unit’s spike waveform when the red laser was on (red) or off (black). Raster plot shows rows of vertical lines indicating spiking activity. Each row is aligned to red light onset. Each line is a spike. Red light trials were randomly interleaved during the experiment but are separated here for visual clarity. Red bar shows duration of red laser illumination of pDMSt. bottom, Peri-stimulus time histogram (PSTH) illustrating the average activity of this example neuron in control trials (black) versus trials with red laser (red). e, Mean±s.e.m. across single units in pDMSt measured by in vivo electrophysiology. Cue onset at 1 s (blue bar shows cue duration). Red bar shows duration of red laser illumination of pDMSt. top, Units enhanced by red light (n = 17 from 6 mice from sites within 0.7 mm of peak of ReaChR expression). middle, Units that increased their activity after the cue (n = 17 from 6 mice from sites within 0.7 mm of peak of ReaChR expression). bottom, All other units (n = 99 from 6 mice from sites within 0.7 mm of peak of ReaChR expression). f, Spiking activity of single units in pDMSt from 8 beginner and 2 expert mice comparing control conditions (X axis) to activity during red laser illumination of pDMSt (Y axis). Units below the dotted line were suppressed by red light. Colors indicate the distance of the recording site from the peak of ReaChR expression, determined post-mortem by comparing the dye-labeled electrode recording track to the expression of ReaChR-mCitrine in fixed post-mortem slices. Histology at top-right shows example visual cortex (V1) axons in pDMSt, for reference. Note that the spread of pDMSt inhibition measured empirically matches well with the spread of V1 axons in pDMSt. PSTH insets to right of expert plot show mean±s.e.m. firing rate of all single units within 0.5 mm or 0.7 mm of peak of ReaChR expression from 2 expert mice (X axis unit is seconds). g, Behavior in cue-trained mice (n = 3) comparing reaching in response to the cue (top) versus reaching in response to the optogenetic inhibition of pDMSt, in the absence of the cue (bottom). h, Recordings in visual cortex during red light illumination of pDMSt. Inset schematic shows recording in visual cortex while mice behave and experience red light illumination of pDMSt. Plot shows the average±s.e.m firing rate across all single units (SU) recorded in visual cortex, as in Extended Data Fig. 2d (n = 196 from 3 mice). Trials with cue plus illumination of pDMSt (red) are overlaid on control trials with cue only (black). Cue onset at 0 s (blue bar shows cue duration). Red bar shows duration of red laser illumination of pDMSt. Note no difference in the activity of the visual cortex, with or without the red laser illumination of pDMSt. i, Change in firing rate of SU (n = 196 from 3 mice) in visual cortex, as in Extended Data Fig. 2e. Change in firing rate is average firing rate over 0.25 s just after the cue minus the average firing rate over 2 s just before the cue in spikes per s. left, Trials with cue only. right, Trials with cue plus red laser illumination of pDMSt. j, Average cue-evoked change in SU firing rate as in Extended Data Fig. 2e, but here black is the response to the cue only and red is the response to the cue plus red laser illumination of pDMSt. k, Comparing the two panels in i across all SU in visual cortex. Inset scatter: Firing rate difference for the cue-responsive units only. Inset histogram: For cue-responsive units only, the change in rate when the red laser illumination of pDMSt was added. Note only small changes distributed around zero.
Extended Data Fig. 6 pDMSt inhibition does not affect motor kinematics of reach or subsequent recall, but muscimol injections into superior colliculus disrupt recall (i.e., the initiation of cued but not spontaneous reaches after learning) in 4 mice.
a-f, In panels a-f, red represents trials with pDMSt inhibition over the 1-s time window starting 5 ms before the cue, and black represents interleaved control trials. We observed no effects of pDMSt inhibition on motor kinematics of the reach during or after learning; hence, here we present a data set combining days during and after learning. a, Reaction time (tarm) of first reach after the cue (tcue at t = 0). top, Probability density function (PDF) of reaction times across all trials (n = 21858 control trials and 15109 pDMSt inhibition trials from 15 mice). Inset: Close-up from 0 to 1 s. bottom, CDF of reaction times. Comparison of black to red p-value is from the Kolmogorov-Smirnov test. b, Outcome of first reach after the cue (n = 21858 control trials and 15109 pDMSt inhibition trials from 15 mice). c, Histograms showing the durations of different epochs of the reach (n = 24 randomly selected control trials from 10 days from 2 mice, n = 23 randomly selected pDMSt inhibition trials from same 10 days from same 2 mice). top, Time from paw resting on the starting perch to the paw touching the pellet. middle, Time for paw to close around the pellet. bottom, Time to lift the pellet from the pellet presenter disk into the mouth. d, 3D trajectories of individual reaches in the 1-s time window immediately after the cue from 4 example sessions from 4 different mice. e, Mean and standard deviation of raw reaching trajectories in X, Y and Z dimensions for control trials (black) and during pDMSt inhibition (red). f, Frequent pDMSt inhibition after learning does not affect memory recall. Mean±s.e.m of reach rate across trials, as in Fig. 1, contingent on trial history. List above plot shows pDMSt inhibition or control on previous 6 trials. Black or red color of plot shows pDMSt inhibition (red) or control (black) on current trial. g-k, Mice were excluded if muscimol injections caused a complete loss of reaching, as cue-reach associative memory could not be assessed without reaching behavior. g, Schematic showing the muscimol injection into the superior colliculus (SC) after mice learned the optogenetic cue. h, Example injection site visualized with fluorescent dye (pink) in a post-mortem histological section stained with DAPI (blue). i, Schematic of muscimol injection sites in 2 of 4 mice (pink and green). The other 2 mice died before dye injection but had stereotactically targeted injections (see Methods). “O” indicates a recovered injection site from an excluded mouse that did not learn cued reaching; however, spontaneous reaching was unaffected in this mouse. “X” marks injection sites in 2 other excluded mice, which did not recover spontaneous reaching within several hours after muscimol injection (Methods). j, Mean±s.e.m. of trials showing cued reaching responses across days: pre-muscimol, muscimol injection day, post-muscimol day, and saline injection day. Data are shown for the 4 mice that recovered spontaneous reaching immediately after muscimol injection. k, Summary of cued reach rate (left), uncued reach rate (middle), and d-prime values (right) across 4 mice comparing control days (including saline, shown as filled circles) to muscimol days. Each dot represents one day; different colors and lines represent individual mice. The p-values are from linear mixed effects models (Methods).
Extended Data Fig. 7 Details of the mice experiencing pDMSt inhibition at every cue presentation throughout training.
a, Histology and behavior from mice experiencing pDMSt inhibition over 1-s time window starting 5 ms before cue onset at every presentation of the cue over weeks of training. Schematic sections with red boxes show brain locations of the histology below. Top row, Visual cortex histology showing Flp-mCherry (red) and Flp-dependent ChR-EYFP (green). Rows 2-4, Anterior to posterior sections of striatum showing Flp-mCherry (red) and ReaChR-mCitrine (green). Bottom row, For each of the 3 example mice, two plots, one showing time window matching Fig. 3b, and another showing extended time window continuing after the end of the red laser to inhibit pDMSt. Left 2 columns labeled Example Mouse A, 5 of 9 mice had bilateral expression in pDMSt and failed to learn to respond to cue (see reach rate, bottom). Histology is from example mouse in this group. Middle 2 columns labeled Example Mouse B, 3 of 9 mice had unilateral expression in pDMSt. All of these mice failed to learn to respond to cue. Right 2 columns labeled Example Mouse C, 1 of 9 mice had bilateral expression in pDMSt and failed to learn to reach within 400 ms time window immediately after the cue but learned to reach at a long time delay. b, Schematic of tip placement of bilateral fibers for illumination of pDMSt across these 9 mice. Each color is a mouse. c, Schematic of green expression (ReaChR-mCitrine) in striatum across these 9 mice. d, Mean±s.e.m. learning curves for control mice (never experienced pDMSt inhibition during learning, black) vs. mice that experienced interleaved pDMSt inhibition during learning (light pink). Only animals that ultimately learned were included, defined as those achieving a d-prime consistently greater than 0.6 within 40 days, as the focus here is on the rate of learning. Learning curves were smoothed using a 15-day uniform bin. Note slower learning when pDMSt inhibition was interleaved.
Extended Data Fig. 8 pDMSt inhibition impairs learning but not recall of a natural visual discrimination.
a, Schematic of the external visual stimuli used in the paradigm: a cue paired with a food pellet and a distractor not paired with the food pellet. Both stimuli were emitted from the same LED, with identical spatial structure but distinct temporal profiles. The plot (right) shows the temporal differences: the cue is a slow ramp of light over 0.5 s, while the distractor is a 6 Hz flicker. The maximum LED power was 40 mW, delivered through a 1 mm diameter fiber. Cue or distractor stimuli were presented randomly but with approximately equal probability. Bilateral pDMSt inhibition was applied during or after learning. b, Mean±s.e.m. of reach rates across trials following the cue (blue) or distractor (orange) for training days 1 to 4 and 10 to 15. Top, control mice (n=from 5 mice, 3298/3136 cue/distractor trials for days 1 to 4, 3140/2361 trials for days 10 to 15). Bottom, mice with pDMSt inhibition (1 s, 5 mW) applied during every presentation of the cue or distractor (from 6 mice, n = 3092/2817 cue/distractor trials for days 1 to 4, 1939/1429 trials for days 10 to 15). c, top, Change in reach rate in a 400 ms window after the distractor (X axis) versus the cue (Y axis). Most control mice (black circles, n = 5 mice) learned to increase reaching after the cue compared to the distractor, while mice with pDMSt inhibition (red squares, n = 6 mice) did not. Black squares show data from pDMSt-inhibited mice after inhibition was removed, allowing recovery of natural learning (n = 5 mice, recovery data not collected from 1 mouse). Middle, Histograms of the ratio of reach rates (cue to distractor) across training days 10 to 15. Bottom, Histogram of the same ratio, averaged across days 10 to 15, for each mouse. P-values from a linear mixed effects model (top) and Wilcoxon rank-sum test (bottom). d, Baseline-subtracted reach rates (0.5 s baseline) following the cue and distractor during trials with pDMSt inhibition applied after, not during, learning (from 5 mice, n = 1969/1418 cue/distractor trials).
Extended Data Fig. 9 Controls for trial-to-trial reinforcement based on the outcome, including backwards time control and alternative pDMSt silencing approach.
a, To test whether the trial-to-trial update observed in Fig. 4 is manifest forward but not backward in time, we measured the effect on trial n + 1 of the trial outcome on trial n + 2. We compared trial n + 1 to trial n − 1, as in Fig. 4, but here we considered trial sequences conditioned on the outcome of trial n + 2. The behavioral experience on trial n + 2 was: Left, A cued success (n = 2587 trials from 37 mice). Left-middle, A cued failure (n = 3198 trials from 37 mice). Right-middle, An uncued success (n = 1660 trials from 37 mice). Right, An uncued failure (n = 6110 trials from 37 mice). b, Effect of trial n outcome on the next trial, comparing trial n + 1 to trial n − 1, as in Fig. 4. Here we divide failures into two different types: the mouse grabbed then dropped the pellet, or the mouse reached but failed to touch the pellet, called a miss. c, Effect of varying the timing of pDMSt inhibition on trial n. Reach rate plotted as in Figs. 1–3. Note that pDMSt inhibition can sometimes evoke longer-latency reaches (>250 ms reaction time) when the inhibition does not begin simultaneously with the cue. This may occur because the mice learn to respond to the rebound from pDMSt silencing. In Fig. 4e,f, we compare the change in behavior from trial n + 1 to trial n − 1, contrasting control and pDMSt inhibition conditions on trial n. To ensure consistent reach timing, we only include trials where the reach occurs in the same time window on trial n for both control and pDMSt inhibition conditions. d, Layout as in Fig. 4. Here the optogenetic inhibition of pDMSt was by GtACR2 inhibition (Methods, ‘Optogenetically inhibiting the pDMSt using GtACR2’). We used ChrimsonR to activate the cue neurons in visual cortex in these mice. Blue dots are from the trials with GtACR2 inhibition. Gray dots are from the control trials. n = 104 cued success control trials, 88 cued success GtACR2 inhibition trials, 192 cued failure control trials, 279 cued failure GtACR2 inhibition trials, 91 uncued success control trials, 113 uncued success GtACR2 inhibition trials, 228 uncued failure control trials, 248 uncued failure GtACR2 trials from 4 mice. Qualitatively similar results to Fig. 4.
Extended Data Fig. 10 Two approaches to cluster the pDMSt neuronal responses in the post-outcome period, and no significant behavioral difference after cued versus uncued success in the post-outcome period.
Panels a-o show neural activity. Panel p shows behavior. Panels a-e show the first approach, a generalized linear model (GLM). Panels f-l show the second approach, tensor regression. This figure analyzes only putative striatal projection neurons (SPNs) (Methods, ‘Identifying putative SPNs’). This figure uses only the training set (half of the data set) to cluster the pDMSt neuronal responses. Fig. 5 uses the other half of the data set (the test set) to decode behavior from neural activity. a, We built a GLM to describe how each neuron’s activity relates to behavior events (Methods, ‘Generalized linear model’). A GLM attempts to use behavior events to predict neural activity. The result is a set of coefficients, or weights, assigned to each neuron for each behavior event. These weights capture the pattern of that neuron’s response to the behavior event. Below “Behavior”, we list the behavior events. Below “GLM” and to the right of each behavior event, we show the resulting GLM coefficients. These are the coefficients averaged across all neurons. 0 s is the time of the behavior event. For “outcome: success”, “outcome: failure”, “cue x success” and “cue x failure”, 0 s is tarm, the moment that the arm is outstretched during the reach. b, Note that the first three GLM coefficients (“cue”, “distractor”, “reach”) are not aligned to the outcome, so we ignored them for subsequent analysis. We took the GLM coefficients after an outcome (“outcome: success”, “outcome: failure”, “cue x success” and “cue x failure”) in the post-outcome period (>0 s, gray shaded area). For each neuron, we made a vector that puts together these 4 sets of coefficients. We call this vector the “outcome profile” of the neuron. Neurons lacking any GLM coefficients greater than zero in the post-outcome period do not have an outcome profile and were excluded. We clustered the outcome profiles of all remaining neurons using k-means clustering. c, The Davies-Bouldin Index (DBI) for different numbers of k-means clusters. Lower values are better. d, The result of k-means clustering for 2 clusters. Each dot is one neuron. top, tSNE of the outcome profiles. bottom, Same tSNE, but here neurons are colored according to which mouse brain contained that neuron. e, GLM coefficients after an outcome. Neurons missing if they did not have any GLM coefficients greater than zero in the post-outcome period (Methods, ‘Clustering the GLM coefficients in the POP’). f, Tensor regression attempts to predict the behavior trial type (cued success, cued failure, uncued success or uncued failure) from the neural activity of all neurons together. Like principal components analysis (PCA), the tensor regression produces multiple components. (See Methods, ‘Setting up the tensor regression’ for more details.) Here we show the trial-averaged activity of all of the neurons sorted by component 1 > component 2 (top row) or component 2 > component 1 (bottom row). Within each row, we further sorted the neurons according to the time delay of the peak response near a cued success. g, Schematic describing tensor regression, i.e., regress behavior trial type against neural activity, then represent the result as a sum of components. Each component is the outer product of 3 rank-1 tensors (more details in Methods, ‘Setting up the tensor regression’). We ran an optimization to find the tensor regression solution (Methods, ‘Tensor regression optimization’). This solution is not unique, so different initial conditions produce different results. h and i summarize the results over multiple optimization runs. h, The joint loading penalty penalizes solutions in which one neuron relies too heavily on more than one component. We chose a solution with a low joint loading penalty, which is a parsimonious solution that loads different components onto different sets of neurons. (See Methods, ‘Choosing a specific tensor regression solution’) i, We tried different numbers of components (Methods, ‘Selecting the rank of the tensor regression’). The 2-component solutions had a loss similar to the more complicated 5-component solutions. Therefore, for simplicity, we selected a 2-component solution. j, Result of the tensor regression. left, Loadings onto neurons for component 1 (purple) versus component 2 (cyan). Note that the two components target largely non-overlapping groups of neurons. middle, Loadings onto timepoints for component 1 (purple) versus component 2 (cyan). right, Loadings onto behavior trial types for component 1 (purple) versus component 2 (cyan). k, To determine whether the tensor regression simply clusters noise, we asked the tensor regression to predict the behavior trial type from the neural activity in the test set (see Methods, ‘Training and test sets’). Results are shown as a confusion matrix for the training (left) and test (right) sets. l, Shuffles accompanying k. top left, Neuron ID shuffle. top right, Timepoints shuffle. bottom left, Shuffle both neuron IDs and timepoints. bottom right, Shuffle behavior trial type. m, Metrics to summarize the post-outcome period GLM coefficients (also see Methods, ‘The simpler approach to the neuron groups 1 and 2’ used in Fig. 5). Sustained after failure is the absolute value of the average coefficient in the time window 1 to 5 s after the time of the arm outstretched, tarm. Modulation index (mod index) is the GLM coefficient average from 2 to 5 s minus the GLM coefficient average from 0 to 2 s after tarm, divided by the sum of these two quantities. n, Response of each neuron summarized by the metrics explained in panel m. Each dot is a neuron. top, Colors are from Cluster 1 (purple) and Cluster 2 (cyan) in panel d. bottom, For simplicity, we drew a line to roughly separate the purple and blue neurons of Clusters 1 and 2. We used this line to divide the neurons into two groups, called Consensus Group 1 and Consensus Group 2. These Consensus Groups were used to make Fig. 5 (see more explanation in Methods, ‘The simpler approach to the neuron groups 1 and 2’ used in Fig. 5). o, Average±s.e.m. of GLM coefficients across neurons. Neurons grouped into Consensus Group 1 (purple) and Consensus Group 2 (cyan). “Align” shows cue coefficients after subtracting pre-cue baseline (i.e., t < 0 s). p, Integral-normalized histograms of behavior metrics from the post-outcome period. left, Chewing duration after a successful reach, comparing cued to uncued successes. P-value from Wilcoxon rank sum test is 0.6. right, Number of additional, confirmatory reaches after a failed reach, comparing cued to uncued failures. P-value from Wilcoxon rank sum test is 0.04. n = 3685 cued successes, 916 uncued successes, 4724 cued failures, 2414 uncued failures from 17 mice.
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Supplementary Video 1
Example mouse responds to the optogenetic cue but ignores the distractor. Example mouse has learned to respond to the optogenetic cue but ignore the distractor. Cue vs. distractor labeled in video.
Supplementary Video 2
High-speed video of successful reach. Video shows example successful reach on a trial without pDMSt inhibition.
Supplementary Video 3
High-speed video of failed reach. Video shows example failure on a trial without pDMSt inhibition.
Supplementary Video 4
High-speed video of omit pellet control. Video shows example trial, in which the pellet was omitted, although the cue still turned on (no pDMSt inhibition). Label “omit pellet” appears when cue is on.
Supplementary Video 5
High-speed video of omit cue control. Video shows example trial, in which the pellet was presented but the cue was omitted (no pDMSt inhibition).
Supplementary Video 6
High-speed video of blocked cue control. Video shows example trial when we added light-blocking clay in between the cue LED and the skull. Light from the cue illuminated the head but did not penetrate the skull. Mouse no longer reached in response to the cue.
Supplementary Video 7
Video of example mouse responding to the optogenetic cue including catch trials. Expert mouse has learned to respond to the optogenetic cue. Video also includes some catch trials (no pellet). Infrared LEDs (white), which indicate the timing of cue or distractor, are visible to the camera but invisible to the mouse. Date/time stamp in the video is not correct.
Supplementary Video 8
Same example mouse as Supplementary Video 7 experiencing randomly interleaved pDMSt inhibition after learning. pDMSt inhibition lasting 1 second and beginning 5 ms before the cue was randomly interleaved with cue-only trials. Video includes some catch trials (no pellet). Infrared LEDs as in Supplementary Video 7. Date/time stamp in the video is not correct.
Supplementary Video 9
Another example mouse experiencing randomly interleaved pDMSt inhibition after learning. pDMSt inhibition lasting 1 second and beginning 5 ms before the cue was randomly interleaved with cue-only trials. Video includes some catch trials (no pellet). Date/time stamp in the video is not correct.
Supplementary Video 10
High-speed video of cued reaches on neighboring control and pDMSt inhibition trials. Video shows two example cued reaches from, first, a control trial lacking pDMSt inhibition and, second, the next trial with pDMSt inhibition, as labeled.
Supplementary Video 11
Expert mouse, when fully sated, continues to reach in response to optogenetic cue but does not consume pellets. This expert mouse, after training with the optogenetic cue for 26 days, is typically successful at grabbing and consuming pellets. In this video from the end of a session, mouse is fully sated but continues to perform cued reaches for the pellets without consuming them. Mouse is experiencing randomly interleaved pDMSt inhibition. Date/time stamp in the video is not correct.
Supplementary Video 12
In response to external visual cue, fully sated expert mouse reaches for pellets but does not consume them. This expert mouse, after training with the external visual cue for 13 days, is typically successful at grabbing and consuming pellets. In this video from the end of a session, mouse is fully sated but continues to perform cued reaches for the pellets without consuming them. Note differential reaching to cue versus distractor. Infrared LEDs (white), which indicate cue and distractor, are visible to the camera but not the mouse. Date/time stamp in the video is not correct. Video includes some catch trials (cue but no pellet).
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Abstract
Although cell-fate specification is generally attributed to transcriptional regulation, emerging data also indicate a role for molecules linked with intermediary metabolism. For example, α-ketoglutarate (αKG), which fuels energy production and biosynthetic pathways in the tricarboxylic acid (TCA) cycle, is also a co-factor for chromatin-modifying enzymes1,2,3. Nevertheless, whether TCA-cycle metabolites regulate cell fate during tissue homeostasis and regeneration remains unclear. Here we show that TCA-cycle enzymes are expressed in the intestine in a heterogeneous manner, with components of the αKG dehydrogenase complex4,5,6 upregulated in the absorptive lineage and downregulated in the secretory lineage. Using genetically modified mouse models and organoids, we reveal that 2-oxoglutarate dehydrogenase (OGDH), the enzymatic subunit of the αKG dehydrogenase complex, has a dual, lineage-specific role. In the absorptive lineage, OGDH is upregulated by HNF4 transcription factors to maintain the bioenergetic and biosynthetic needs of enterocytes. In the secretory lineage, OGDH is downregulated through a process that, when modelled, increases the levels of αKG and stimulates the differentiation of secretory cells. Consistent with this, in mouse models of colitis with impaired differentiation and maturation of secretory cells, inhibition of OGDH or supplementation with αKG reversed these impairments and promoted tissue healing. Hence, OGDH dependency is lineage-specific, and its regulation helps to direct cell fate, offering insights for targeted therapies in regenerative medicine.
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In the mammalian intestine, cells undergo a hierarchical differentiation process, which generates distinct lineages that contribute to the various cell types of the intestinal crypt7,8. Intestinal stem cells (ISCs), which reside at the base of the crypt, have the ability to self-renew and to generate the lineages that make up the intestinal epithelium. Stemness in ISCs is maintained by a balance between the bone morphogenic protein (BMP), Notch and WNT signalling pathway and the WNT agonist R-spondin9,10,11. As ISCs divide, daughter cells migrate to the transit-amplifying cell compartment, where they generate progenitor cells12. The subsequent activation of lineage-specific transcriptional programs drives the full differentiation of these progenitors into mature absorptive and secretory lineages. The absorptive lineage arises through enterocyte progenitors, which must undergo rapid expansion to form the absorptive surface in the intestine, estimated at 260–300 m2 in humans9,13,14. Commitment to the secretory lineage instead produces a smaller but diverse pool of cells, including Paneth, enteroendocrine, goblet and tuft cells. These specialized cells are involved in host defence, mucus secretion and immune modulation, all of which are essential to maintain intestinal health7,8. Intestinal injury can disrupt the trajectory of ISC differentiation, resulting in impaired maturation and a decrease in the number of secretory cells15,16,17. This imbalance has been suggested to contribute to the pathogenesis of inflammatory bowel diseases, including Crohn’s disease and ulcerative colitis, for which further therapeutic advances are needed15,16,17.
As cells differentiate, their metabolism often changes to support the varying bioenergetic and biosynthetic needs of different cell types18. For energy generation, ISCs rely mainly on glycolysis19,20. Differentiation into highly proliferative progenitors creates an increased dependence on oxidative phosphorylation (OXPHOS)21,22,23, whereas differentiation into the secretory lineage is associated with a reduced reliance on mitochondrial electron transport chain activity1,22. However, mitochondrial metabolism can also directly influence cell-state transitions through rewiring of the TCA cycle24 or through production of metabolites that act as key co-substrates for chromatin-modifying enzymes2,25.
One such metabolite is αKG1,2,3. αKG is an intermediate component of the TCA cycle, and is generated through the conversion of isocitrate by the isocitrate dehydrogenase (IDH) family. Next, αKG is converted into succinyl-CoA by OGDH, a component of the αKG dehydrogenase complex4,5,6. Besides its role in canonical TCA-cycle activities, αKG is also an obligatory co-substrate of αKG-dependent dioxygenases, a family of around 70 enzymes that are involved in a range of cellular activities25, including epigenetic regulation. Experimental perturbations in central-carbon metabolism that increase the αKG/succinate ratio can enhance the activity of αKG-dependent dioxygenases and bias embryonic stem (ES) cells and certain models of cancer towards differentiation1,2,3. However, how cell-fate decisions are regulated by αKG in tissues remains unclear.
Metabolic divergence in intestinal lineages
To investigate how the TCA cycle influences cell-fate decisions, we used the mouse intestine as a model system for multilineage tissue differentiation and regeneration. Contrary to the notion that TCA-cycle enzymes are expressed ubiquitously, our analysis of publicly available datasets from single-cell RNA sequencing (scRNA-seq) of human intestinal and colonic mucosa26,27,28, along with quantitative PCR (qPCR) on sorted cells from an ISC reporter mouse, revealed notable heterogeneity in the expression of these enzymes. Absorptive cells, compared with ISCs, exhibited enriched expression of most TCA-cycle enzymes (Fig. 1a,b, Extended Data Fig. 1a–c and Supplementary Table 1). Conversely, the secretory lineage was characterized by a low score for the TCA-cycle gene signature (Fig. 1a,b, Extended Data Fig. 1a–c and Supplementary Table 1) and by reduced expression levels of several enzymes, starting with the αKG dehydrogenase complex, as shown by qPCR analysis in sorted cells (Fig. 1b). These results were confirmed by single-molecule fluorescence in situ hybridization (smFISH) and immunofluorescence (Fig. 1c and Extended Data Fig. 1d–i). Across lineages, differences in the expression of TCA-cycle enzymes might relate to their distinct metabolic needs and point towards potential differences in αKG abundance during intestinal differentiation.
Fig. 1: Metabolic divergence in intestinal lineages.

a, AddModule Score showing average expression of the TCA-cycle signature across the indicated intestinal lineages in human small intestine. Each dot represents a cell. b, Heat map showing the transcriptional expression of lineage-specific markers and TCA-cycle enzymes in distinct intestinal cell populations by qPCR analysis. Paneth cells, ISCs and the absorptive lineage (villus fraction) were sorted from Lgr5-GFP reporter mice (n = 4). c, smFISH visualizing RNA of Ogdh and lineage-specific markers in intestinal tissue from C57Bl/6 mice. Dashed lines outline crypt and villus structures in the intestinal epithelium. Results are representative of three independent experiments. d, Immunofluorescence showing Ogdh expression in ISC-enriched organoids and organoids from the indicated lineages at two stages of maturation. Results are representative of three independent experiments. e, Principal component analysis (PCA) of metabolite profiles from LC–MS/MS on organoids enriched for ISCs, secretory progenitors (pSec1 (goblet cell progenitors) and pSec2 (Paneth cell progenitors)) and pAbs. f, Heat map depicting the levels of TCA-cycle metabolites in organoids enriched for different intestinal progenitors relative to ISC-enriched organoids. αKG/Suc represents the ratio of αKG to succinate (Suc). g, Ratio of corrected abundance of the indicated fractions in pSec- versus pAbs-enriched organoids after glutamine isotopologue tracing. Data are representative of two independent experiments (n = 10 mice). h, Schematic of differences in the TCA cycle between absorptive and secretory lineages. For all organoid experiments, replicates were generated by isolating and pooling crypts from five mice and plating and culturing each pool in triplicate in a separate well. This figure is adapted from our published patent (WO2024229094A1)50. Data are mean ± s.e.m. Statistical significance was determined by Wilcoxon test in a (Supplementary Table 1) and two-tailed t-test in g. Asterisks indicate statistical significance (*P < 0.05, **P < 0.01, ****P < 0.0001; NS, not significant). TA, transit amplifying; TA2, transit amplifying 2; EarlyAE, early absorptive enterocytes; AE2, absorptive enterocytes 2; Sec_prog, secretory progenitors; EEC, enteroendocrine cells. Scale bars, 10 μm (d), 30 μm (c).
Source Data
To evaluate this functionally, we used an organoid model in which intestinal differentiation can be controlled by culture conditions29 (Extended Data Fig. 2a). After confirming that this system captures the in vivo heterogeneity of OGDH expression (Fig. 1d and Extended Data Fig. 2b), we determined the composition of metabolites in organoids enriched for secretory progenitors (pSec1 and pSec2; goblet cell progenitors and Paneth cell progenitors, respectively), absorptive progenitors (pAbs; enterocyte progenitors) and ISCs by applying ion-pair liquid chromatography coupled with tandem mass spectrometry (LC–MS/MS). Through these analyses, we identified 299 metabolites with differential abundance across lineages (Fig. 1e and Extended Data Fig. 2c). Organoids enriched for pAbs exhibited a relative increase in the abundance of metabolites implicated in energy production (ATP) and biosynthetic processes (GDP, GTP, dUTP and dXMP) (Fig. 1f and Extended Data Fig. 2d). By contrast, pSec1- and pSec2-enriched organoids showed increased levels of citrate, aconitate and αKG (around 50% higher compared with ISCs and around 40% higher compared with pAbs), but reduced levels of downstream TCA-cycle intermediates (Fig. 1f and Extended Data Fig. 2e). As a result, pSec1 and pSec2 showed an increase in the αKG/succinate ratio, whereas pAbs did not (Fig. 1f). Furthermore, these secretory progenitors had less ATP (Extended Data Fig. 2d), albeit enough to support the differentiation and viability of secretory cells. These data suggest that each lineage has distinct metabolic requirements.
We next further examined the source of TCA-cycle metabolites. Carbon tracing experiments using 13C5 glutamine and 13C6 glucose (Extended Data Fig. 2f) showed that, compared with pAbs organoids, pSec organoids exhibited a relative decrease in total metabolite levels in the oxidative synthesis of malate (Extended Data Fig. 2g). This is consistent with their lower levels of OGDH expression, and implies reduced TCA-cycle activity. Additionally, pSec lineages showed an increase in total αKG, as well as increases in αKG fractional labelling derived from glucose and glutamine; this was accompanied by reduced oxidative carboxylation, as evidenced by a decrease in the malate (m+4)/aKG (m+5) and citriate (m+4)/aKG (m+5) ratio, and enhanced reductive carboxylation, as evidenced by increases in the citrate (m+5)/αKG (m+5) ratio derived from 13C5 glutamine tracing (Fig. 1g and Extended Data Fig. 2e,g).
These differences in TCA-cycle gene expression and associated metabolite abundance suggest that each lineage differentially regulates TCA-cycle output to achieve distinct metabolic requirements. Substrate oxidation assays revealed that enterocytic progenitors used glutamine and fatty acids as alternative carbon sources to glucose for energy production, whereas secretory progenitors depended strongly on glutamine, a crucial precursor for αKG (Extended Data Fig. 2h–n). Furthermore, secretory progenitors had a lower spare respiratory capacity than ISCs and pAbs (Extended Data Fig. 2o). Whereas the mitochondria of ISCs and absorptive cells had dense cores and tightly packed cristae, the mitochondria of secretory cells were less abundant and exhibited a more relaxed morphology, characterized by larger and more spread-out cores, along with dispersed cristae (Extended Data Fig. 2p–t). These changes were also associated with functional effects on ISCs, because inhibiting glycolysis with the glucose analogue 2-deoxy-d-glucose (2-DG) reduced stemness in mouse intestines19,20 (Extended Data Fig. 3a–g). These findings suggest that ICS differentiation involves distinct metabolic transitions, with increased mitochondrial activity in the absorptive lineage and reduced OXPHOS in the secretory lineage. In addition, downregulation of OGDH facilitates a higher αKG/succinate ratio during secretory-lineage specification (Fig. 1h).
Differential role of OGDH in cell fate
To investigate the role of OGDH in intestinal differentiation, we generated transgenic mice (TRE-shOgdh) in which Ogdh could be silenced in intestinal organoids or throughout the mouse using a doxycycline-inducible short hairpin RNA (shRNA) transgenic model30,31,32 (Extended Data Fig. 4a). Inducible and robust GFP induction coupled with potent Ogdh suppression was confirmed in ES cells (Extended Data Fig. 4b–e). After establishing germline strains, TRE-shOgdh mice were crossed with CAGs-rtTA3 transgenic mice to allow systemic and inducible Ogdh suppression33 (Extended Data Fig. 4f,g). Next, we derived organoids from TRE-shOgdhCag-rtTA3 mice and control TRE-shRenCag-rtTA3 mice (expressing a neutral shRNA that targets Renilla luciferase). Organoids cultured in ISC-enriching medium or under differentiation conditions were treated with doxycycline to suppress OGDH and subsequently analysed for changes in proliferation, lineage specification and cell death. Similar phenotypes were observed with two distinct Ogdh-targeting shRNAs (Fig. 2b and Extended Data Fig. 4). Because Ogdh suppression perturbs TCA-cycle activity and increases αKG abundance, to distinguish between these effects we performed complementary experiments in wild-type organoids that we treated with cell-permeable dimethyl (DM)-αKG.
Ogdh knockdown or DM-αKG supplementation led to lineage-specific variations in proliferation, differentiation and cell viability. In organoids enriched for ISCs, Ogdh suppression promoted a shift towards commitment to the secretory lineage, as evidenced by increased lysozyme expression (characteristic of Paneth cells) and Alcian Blue–PAS (ABP) staining (specific to Goblet cells). Notably, DM-αKG supplementation in ISC-enriched organoids had a similar effect (Fig. 2a–c and Extended Data Fig. 4h). Note that the absolute levels of αKG in pSec progenitors were comparable with those achieved by OGDH depletion (Extended Data Fig. 4i). No cell death was detected after either Ogdh suppression or αKG addition (Fig. 2c), consistent with our results (Extended Data Fig. 3a–g) and with previous studies showing that ISCs rely on glycolysis for ATP generation19,20. In pSec-enriched organoids, neither OGDH depletion nor exogenous αKG affected proliferation or death (Fig. 2d,e and Extended Data Fig. 4j), aligning with the inherently low Ogdh expression and reduced mitochondrial reliance of the secretory lineage19. By contrast, Ogdh knockdown—but not αKG supplementation—markedly impaired the proliferation of pAbs by day 3 and induced considerable levels of cell death by day 8 (Fig. 2d,e and Extended Data Fig. 4j). These results support the idea that downregulation of OGDH increases αKG, promoting secretory differentiation of ISCs, whereas upregulation of OGDH (and other TCA enzymes) is crucial for maintaining enterocyte function.
Fig. 2: Differential role of OGDH in cell fate.

a, Diagram of Ogdh suppression experiments in ISC-enriched organoids derived from TRE-shRenCag-rtTA3, TRE-shOgdhCag-rtTA3 or wild-type mice. ISC-enriched organoids were grown in ENR-CV medium (C, CHIR2099; ENR, EGF, Noggin and R-spondin; V, valproic acid) for six days, then treated with doxycycline (Dox) (TRE-shRenCag-rtTA3 and TRE-shOgdhCag-rtTA3) or DM-αKG (wild type) while switching to ENR medium to facilitate differentiation into all intestinal lineages. Created in BioRender. Chaves-perez, A. (2025) (https://BioRender.com/dimozin). b, Heat map showing early changes in late-TA and secretory-lineage signatures from RNA-seq analysis of organoids from TRE-shRenCag-rtTA3 and TRE-shOgdhCag-rtTA3 mice treated with doxycycline or DM-αKG for 72 h. Two different hairpins were used for TRE-shOgdhCag-rtTA3 mice (346 and 2081). Each column represents organoids derived from three mice. c, Immunofluorescence and staining in organoids from b, showing cell proliferation (Ki67), cell death (cleaved caspase 3; CC3) and lineage-specific markers (ACE2, enterocytes; ABP, goblet cells; lysozyme, Paneth cells) after six days of the indicated treatments. d, Experimental schematic for Ogdh suppression and exogenous αKG supplementation studies in progenitor-enriched organoids. ISC-enriched organoids were cultured for six days in ENR-CV medium, then differentiated for three days in the pertinent lineage-specific medium (C, CHIR2099; D, DAPT; ENR, EGF, Noggin and R-spondin; I, IWP2; V, valproic acid). Subsequently, they were treated with either doxycycline (TRE-shRenCag-rtTA3 and TRE-shOgdhCag-rtTA3 organoids) or DM-αKG (TRE-shRenCag-rtTA3 organoids). Organoids were cultured in the appropriate lineage-specific differentiation medium for six days to direct differentiation into the desired cell lineage. Created in BioRender. Chaves-perez, A. (2025) (https://BioRender.com/dimozin). e, Immunofluorescence in progenitor-enriched control (TRE-shRenCag-rtTA3), OGDH-depleted (TRE-shOgdhCag-rtTA3) or αKG-treated (TRE-shRenCag-rtTA3) organoids showing cell death (cleaved caspase 3) after eight days in culture. This figure is adapted from our published patent (WO2024229094A1)50. Scale bars, 10 μm (c,e).
OGDH-driven lineage-specific mechanisms
αKG might promote secretory-lineage differentiation by activating key αKG-dependent dioxygenases, such as ten-eleven translocated (TET) enzymes, which convert 5-methylcytosine (5mC) to 5-hydroxymethylcytosine (5hmC), thereby reversing DNA methylation and influencing cell fate2,25. Although the levels of TET1–TET3 were similar in absorptive and secretory progenitor organoids, immunofluorescence analysis revealed substantially higher levels of 5hmC in secretory progenitors, with inherently increased αKG (Fig. 3a,b). Moreover, secretory-enriched organoids exhibited an increased ratio of αKG to L-2-hydroxyglutarate (L-2HG), a competitive inhibitor34,35 of αKG-dependent dioxygenases (Extended Data Fig. 5a). Exposing ISC-enriched organoids to octyl-L-2HG reduced the levels of 5hmC and downregulated the expression of secretory markers (Spdef, Defa1 and Defa4), compared with octyl-αKG, another cell-permeable αKG analogue (Extended Data Fig. 5b–d). Despite increased levels of αKG in OGDH-depleted organoids, exposure to octyl-L-2HG decreased 5hmC levels and secretory marker expression (Extended Data Fig. 5b–d). Although further studies are needed to elucidate the mechanistic role of αKG-dependent dioxygenases in cell-fate specification, the above findings support a model in which αKG promotes secretory-lineage differentiation through αKG-dependent dioxygenase activation.
Fig. 3: Metabolic and epigenetic divergence in intestinal progenitors.

a, Immunofluorescence in C57Bl/6 progenitor-enriched organoids showing TET and 5hmC expression. b, Steady-state levels of αKG and αKG/succinate ratio by LC–MS in ISC-enriched and progenitor-enriched organoids. Each dot represents a replicate, generated by isolating and pooling crypts from five mice and plating each in triplicate in a separate well. Data are representative of two independent experiments (n = 10 mice). c, Oxygen consumption rate (OCR) in organoids derived from TRE-shRenCag-rtTA3 or TRE-shOgdhCag-rtTA3 mice (n = 4 for shRen and n = 4 for shOgdh). Olig., oligomycin; R+A, rotenone and antimycin. d, ATP production in TRE-shRenCag-rtTA3 or TRE-shOgdhCag-rtTA3 mice as measured on a Seahorse instrument (n = 4). Each dot represents one mouse. e, Succinate, fumarate, aconitate and citrate shown as fractional labelling with 13C5-glutamine (n = 3 per condition) in organoids from TRE-shOgdhCag-rtTA3 mice, with or without doxycycline treatment for 72 h. Each dot represents a replicate, generated as explained in b. Data are representative of two independent experiments (n = 10). f, Immunofluorescence for HNF4α and 5hmC in crypts in tissue sections from C57Bl/6 mice. Dashed lines outline 5hmC+HNF4α− cells. Scale bar, 20 μm. g, Lack of colocalization between HNF4α and 5hmC in tissues derived from f. Each dot represents one mouse (n = 5). h, 5hmC and HNF4α expression in individual cells from tissue sections obtained from f. Each dot represents one cell (n = 5 mice). i,j, Expression of Turbo–GFP reporter in the indicated intestinal lineages (i) and GFP/luciferase ratio in enterocytes at 72 h (j) electroporated with a reporter construct containing either wild-type or Hnf4a-mutant binding sites in the Ogdh promoter (n = 3 mice; 8 wells per mouse). RFI, relative fluorescence intensity; RLU, relative luminescence units. The box represents the interquartile range (IQR) with the median as a central line. Whiskers extend to 1.5 × IQR beyond Q1 and Q3. This figure is adapted from our published patent (WO2024229094A1)50. Data are mean ± s.e.m. Statistical significance was determined by one-way ANOVA followed by Tukey’s honestly significant difference (HSD) test in b,g, two-tailed t-test in d,e,j and two-way ANOVA followed by Tukey’s HSD test in c. Asterisks indicate statistical significance (**P < 0.01). Scale bars, 10 μm (a,i), 50 μm (f).
Source Data
Knockdown of Ogdh in pAbs led to proliferative arrest and cell death (Fig. 2c,e), which might indicate a catastrophic metabolic decline in the enterocytic lineage owing to a biosynthetic deficit. In assays to assess mitochondrial function, suppression of OGDH compromised ATP production, basal respiration and spare respiratory capacity (Fig. 3c,d), and broadly reduced TCA intermediates and derivatives, particularly fumarate, malate and aspartate (Extended Data Fig. 5e). In addition, OGDH-depleted organoids exhibited increased ratios of AMP to ATP and of other monophosphates to triphosphates (Extended Data Fig. 5f,g), a state that can induce cell-cycle arrest and lead to cell death36,37,38. In fact, carbon tracing studies revealed that Ogdh suppression reduced the forward, oxidative movement of carbons from 13C5 glutamine through the TCA cycle and increased reductive carboxylation, both absolutely and relative to forward glutamine flux (Fig. 3e and Extended Data Fig. 5h–j). Moreover, the contribution of m+3 carbon from 13C6 glucose to TCA-cycle intermediates was increased, implying increased pyruvate carboxylase activity, which catalyses the carboxylation of pyruvate to oxaloacetate (Extended Data Fig. 5k). These compensatory effects were unable to maintain the bioenergetic and biosynthetic needs of the absorptive lineage (Extended Data Fig. 5l), and, accordingly, supplementing pAbs-enriched organoids with DM-succinate reduced cell death after Ogdh suppression (Extended Data Fig. 5m,n). Collectively, these findings highlight the lineage-specific functional consequences of TCA-cycle perturbation in the intestinal epithelium.
HNF4 regulates Ogdh in enterocytes
Although the regulation of TCA-cycle output across lineages is likely to be multifactorial, the transcriptional variability of TCA-cycle enzymes suggests that lineage-defining transcription factors have a role in their regulation. The HNF4 family, master regulators of enterocyte lineage specification39, are expressed at significantly higher levels in pAbs than in pSec1 and pSec2 progenitor organoids (Extended Data Fig. 6a). HNF4α-positive enterocytes were mutually exclusive with 5hmC-positive cells, which, as demonstrated above, is enriched in the secretory lineage (Fig. 3f–h). In support of a direct role for HNF4 in OGDH regulation in enterocytes, we identified HNF4-binding sites in the OGDH promoter, which were occupied by HNF4 in both mouse and human intestine, as shown by chromatin immunoprecipitation (ChIP) and analysis of publicly available ChIP–seq datasets40 (Extended Data Fig. 6b–d).
To assess the role of HNF4 in regulating Ogdh, we first examined the contribution of the HNF4-binding site to Ogdh transcription using Ogdh promoter–GFP reporter constructs with wild-type or mutated HNF4-binding sites in ISC-enriched organoids, and subjected them to differentiating conditions (Extended Data Fig. 6e). Reporter expression increased in differentiated enterocytes and declined during secretory lineage differentiation. Increases in GFP were dependent on the HNF4-binding sites (Fig. 3i,j and Extended Data Fig. 6f).
To determine whether HNF4 factors are required for Ogdh expression during the differentiation of the absorptive lineage, we simultaneously knocked down Hnf4a and Hnf4g, which have redundant roles in enterocytic specification39. This perturbation reduced the levels of Ogdh mRNA and skewed the differentiation of ISCs towards the secretory lineage (Extended Data Fig. 6g–i). Analysis of RNA-seq data obtained from the intestines of Hnf4a/Hnf4g double-knockout mice39 confirmed that HNF4 is required for robust Ogdh expression (Extended Data Fig. 6j). These findings show that lineage-directing transcription factors such as HNF4 regulate metabolic enzymes such as OGDH, and that this interaction is essential for enterocyte energy balance and survival.
Role of OGDH in gut homeostasis in vivo
To validate the lineage-specific effects of TCA-cycle use in vivo, we examined the effect of Ogdh suppression on intestinal homeostasis in TRE-shOgdhCag-rtTA3 mice (Extended Data Fig. 7a). We disentangled the direct TCA-cycle effects from those mediated by increased αKG by comparing Ogdh knockdown with DM-αKG administration3. In contrast to the TRE-shRenCag-rtTA3 controls, TRE-shOgdhCag-rtTA3 mice exhibited severe weight loss and, developed bowel obstructions and required euthanasia 7–11 days after doxycycline treatment (Extended Data Fig. 7b–e). Although a high dose of DM-αKG (600 mg kg−1) was toxic, a lower dose (300 mg kg−1) was tolerated without significant weight loss or intestinal structure disruption (Extended Data Fig. 7f–h).
Histological and immunofluorescence analysis revealed that αKG supplementation and Ogdh knockdown had distinct effects on the physiology of the intestine. Ogdh knockdown reduced proliferation within three days of doxycycline treatment (Fig. 4a–c and Extended Data Fig. 7i). Apoptosis occurred later, by day 6, concentrated in the upper region of the crypts and associated with the emergence of crypt hypoplasia and a reduction in HNF4α-positive cells (Fig. 4a–c and Extended Data Fig. 7j–l). Consistent with the high metabolic demand of enterocytes for canonical TCA-cycle functions, supplementation with DM-succinate after OGDH depletion reduced apoptosis (Fig. 4d–f). By marked contrast, treatment with DM-αKG did not induce profound cell-cycle arrest or detectable apoptosis in the crypts (Extended Data Fig. 7m).
Fig. 4: Role of OGDH in gut homeostasis.

a,b, ABP and immunofluorescence for lysozyme, GFP and cleaved caspase 3 (CC3) in intestinal tissue from TRE-shRenCag-rtTA3 and TRE-shOgdhCag-rtTA3 mice (a) and vehicle-treated and DM-αKG-treated mice (b) at the indicated time points. c, Heat map depicting time-course quantification (D indicates day) of OGDH (fluorescence intensity), BrdU (positive cells), Spdef (mRNA levels), lysozyme (Lyz) (positive cells) and CC3 (positive cells) in intestinal crypts from doxycycline-treated TRE-shRenCag-rtTA3 and TRE-shOgdhCag-rtTA3 mice or DM-αKG-treated C57Bl/6 mice (n = 5 per group). d,e, ABP and immunofluorescence for OGDH, lysozyme (Paneth cells), HNF4α (enterocytes) and ACE2 (mature enterocytes) (d), and CC3 (cell death) (e) in intestinal sections from TRE-shOgdhCag-rtTA3 mice concomitantly treated with or without DM-succinate and doxycycline for 6–7 days. Data are representative of shRen n = 3, shRen + succinate n = 3, shOgdh n = 8 and shOgdh + succinate n = 4 mice. f, Quantification from e. Each dot represents one crypt or villus for lysozyme and CC3 and one mouse for HNF4α. a.u., arbitrary units. g, Immunofluorescence for 5hmC and HNF4α in crypts from TRE-shRenCag-rtTA3, TRE-shOgdhCag-rtTA3 and DM-αKG-treated mice. Dashed lines outline crypts (top) and 5hmC+HNF4α− cells (bottom). h, Top, enzyme-linked immunosorbent assay (ELISA) of crypt lysates to measure intestinal 5hmC abundance in TRE-shRenCag-rtTA3, TRE-shOgdhCag-rtTA3, DM-αKG-treated and vehicle-treated mice. Each dot represents one mouse (shRen
n = 4, shOgdh
n = 9, vehicle n = 4, αKG n = 6). Bottom, relative 5hmC levels in the Spdef promoter within isolated crypts from shRenCag-rtTA3, TRE-shOgdhCag-rtTA3 and DM-αKG-treated mice, measured by qPCR at the indicated time points. Each dot represents one mouse (n ≥ 3 mice per group). i, Venn diagrams of upregulated (red) and downregulated (blue) genes in TRE-shOgdhCag-rtTA3 and αKG-treated mice versus controls (TRE-shRenCag-rtTA3 and vehicle-treated), with gene ontology (GO) analysis of the overlapping genes. Abs(score), absolute value of enrichment score. This figure is adapted from our published patent (WO2024229094A1)50. Data are mean ± s.e.m. Statistical significance was determined using one-way ANOVA followed by Tukey’s HSD test in f and two-tailed t-test in h.
Source Data
Despite these differences in the absorptive lineage, both αKG supplementation and Ogdh suppression triggered an accumulation of 5hmC-high secretory cells and a depletion of ISCs in both the small intestine and the colon (Fig. 4g and Extended Data Fig. 7n–s). Loci-targeted bisulfite sequencing detected increased levels of 5hmC at the Spdef promoter, a Paneth cell and goblet cell transcription factor, correlating with early upregulation of Spdef (Fig. 4h,i) and a subsequent expansion of secretory cells (Fig. 4a–c and Extended Data Fig. 7n–s). Although the TRE-shOgdhCags-rtTA3 model induces systemic Ogdh suppression, similar effects were observed with intestine-specific Ogdh knockdown using TRE-shOgdhVillin-rtTA mice, which exhibited an increase in lysozyme-expressing secretory cells, along with high levels of ABP and 5hmC (Extended Data Fig. 8a,b).
To further characterize the molecular changes induced by αKG supplementation and Ogdh suppression, we performed bulk RNA-seq analysis on isolated intestinal crypts (Extended Data Fig. 8c). Ogdh suppression, but not DM-αKG supplementation, significantly reduced transcriptional programs associated with cell proliferation and specification of the absorptive lineage (Extended Data Fig. 8d–i). By contrast, transcriptional signatures of the secretory lineage were enriched in both DM-αKG-treated and TRE-shOgdhCag-rtTA3 mice (Fig. 4i and Extended Data Fig. 8d–i). These findings indicate that OGDH is essential for enterocyte expansion and survival, and that its suppression contributes to secretory-lineage differentiation. Therefore, regulation of OGDH expression is crucial for lineage specification and balance during intestinal regeneration (Extended Data Fig. 8j).
Metabolic interventions for tissue repair
Perturbed lineage specification during intestinal regeneration contributes to Crohn’s disease and ulcerative colitis, both of which are marked by chronic inflammation and a depletion of mature secretory cells15,17,41,42. Given the observed decrease in secretory lineages, we hypothesized that altered OGDH expression might be associated with reduced αKG pools and impaired secretory differentiation and tissue repair. In the dextran sulfate sodium (DSS)-induced model of intestinal injury43, mice exhibited increased OGDH expression, enhanced proliferation and decreased secretory-lineage specification (Fig. 5a,b). Furthermore, αKG fell during the injury phase and recovered after tissue healing (Fig. 5c), correlating with reduced levels of 5hmC and fewer secretory cells (Fig. 5c,d). The observations closely mirrored those in human colitis, in which scRNAseq and multiplex IF in human samples revealed increased OGDH-positive cells, reduced secretory cells, increased proliferation and lower levels of 5hmC in inflamed versus normal mucosa44 (Extended Data Fig. 9a–g).
Fig. 5: Metabolic interventions to treat ulcerative colitis.

a, ABP staining and immunofluorescence for OGDH, Ki67 and 5hmC in colon samples from mice with or without colitis induced by DSS. Dashed lines outline colonic crypts. b, ABP levels and OGDH expression over time in mice treated with DSS (n ≥ 5). The box represents the IQR and the central line represents the median. Whiskers extend to 1.5 × IQR beyond Q1 and Q3. R, recovery (15 days). c, Relationship between αKG levels (measured by LC–MS from colonic samples) and secretory cell abundance (measured as number pixels of ABP staining) in DSS-treated mice over time (n ≥ 4 per time point and condition). d, ELISA from whole-colon lysates to measure 5hmC abundance in DSS-treated mice. Each dot represents one mouse (n ≥ 4). e, Body weight (relative to initial body weight) in the indicated conditions (vehicle n = 4, shOgdh n = 5, DSS n = 7, DSS + shOgdh
n = 11). f, Haematoxylin and eosin (H&E) and ABP staining of colonic samples isolated from DSS-treated mice or DSS-treated mice with pulsatile OGDH inhibition at day 9. g, Body weight under the specified conditions, relative to body weight at baseline (vehicle n = 30, αKG n = 15, DSS n = 35, DSS + αKG n = 15). h, H&E and ABP staining of colonic sections from DSS-treated or DSS-and-αKG-treated mice at day 9. i, Multiplex immunofluorescence under the specified conditions, revealing the architecture and cell composition of the tissue microenvironment, epithelial compartment and epigenetic landscape in DSS-and-αKG-treated-treated mice. CK, pan-cytokeratin; Vim, vimentin; αSMA, α-smooth muscle actin. Scale bar, 50 μm. j, Experimental design to trace secretory progenitors (ATOH1+ cells) using an Atoh1-CreERT2 line crossed with an LSL Kate reporter mouse. i.p., intraperitoneal; Tam, tamoxifen. k, Immunofluorescence for Kate (progeny of ATOH1+ cells) and EphB2 (colonic stem cells) under the specified conditions. The dashed lines indicate the boundary between DSS and DSS + αKG intestines within the same slide. Scale bar, 400 μm. This figure is adapted from our published patent (WO2024229094A1)50. Data are mean ± s.e.m. Statistical significance was determined by one-way ANOVA followed by Tukey’s HSD test in b,d and two-way ANOVA followed by Tukey’s HSD test in e,g.
Source Data
Given that increased OGDH was associated with reduced levels of αKG and low numbers of secretory cells in mice with intestinal injury, we hypothesized that epithelial suppression of OGDH could restore αKG pools, enhance secretory differentiation and promote tissue repair. To test this, TRE-shRenVillin-rtTA3 or TRE-shOgdhVillin-rtTA3 mice were treated with DSS for five days, followed by intermittent dosing with doxycycline (four days on and three days off) to preserve enterocyte viability (Extended Data Fig. 9h,i). DSS-treated TRE-shRenVillin-rtTA3 and TRE-shRenCag-rtTA3 mice exhibited weight loss, colonic shortening, ulceration and increased expression of LCN2, an inflammatory marker associated with colonic damage17 (Fig. 5e and Extended Data Fig. 9j–q). By contrast, Ogdh suppression in TRE-shRenCag-rtTA3 and TRE-shOgdhVillin-rtTA3 mice significantly improved colon length, reduced ulceration and LCN2 expression and mitigated weight loss (Fig. 5e and Extended Data Fig. 9j–q). Histological analysis of colons nine days after DSS treatment showed that Ogdh suppression enhanced colon structure and increased the abundance of mature goblet cells (Fig. 5f and Extended Data Fig. 9r,s).
Consistent with an αKG-driven mechanism, intraperitoneal delivery of 300 mg kg−1 DM-αKG restored secretory-lineage specification and improved DSS-induced colitis in both prevention (Extended Data Fig. 10a–j) and intervention (Fig. 5g,h and Extended Data Fig. 10k–q) protocols. Similar results were observed in an immune-mediated colitis model, in which colonic inflammation is produced by the adoptive transfer of CD4+ T cells from a healthy donor into Rag2−/− mice45,46 (Extended Data Fig. 10r–t). Accordingly, multiplexed immunofluorescence on colonic tissue revealed an increase in the secretory lineage after αKG supplementation, and a histologically normal intestinal mucosa in both models (Fig. 5i and Extended Data Fig. 10u). These findings indicate that restoring the levels of αKG in colonic epithelium enhances the differentiation of secretory cells and accelerates tissue repair in colitis.
In addition to protecting against colitis-induced tissue damage, secretory cells can dedifferentiate to replenish the ISC compartment47. To investigate whether αKG-induced expansion of secretory progenitor cells (Extended Data Fig. 7n–q) contributes to the enhanced regeneration, we traced the fate of secretory progenitors with and without exogenous αKG during DSS-induced colitis (Fig. 5j). Because Atoh1 is specifically induced in secretory progenitors and their progeny47, we generated double-transgenic mice carrying an Atoh1 promoter-CreERT2 and a lox-stop-lox (LSL) mKate reporter. After treatment with DSS, tamoxifen-induced labelling revealed that ATOH1+ cells could restore the ISC pool (EphB2+) and give rise to multilineage reporter-expressing ‘ribbons’ generated from individual secretory progenitors (Fig. 5k). These findings indicate that αKG can influence regenerative plasticity in the intestine beyond its canonical role in the TCA cycle.
Discussion
Our study highlights the dual role of the TCA cycle in intestinal cell fate, with implications for mucosal healing. Using a powerful mouse model with inducible and reversible Ogdh suppression and a flexible organoid culture system, we investigated metabolic adaptations in both ISCs and lineage-specific progenitors, including enterocytes, goblet and Paneth cells29. These approaches allowed us to interrogate the function of OGDH in vitro and in vivo and to establish the unique metabolic programs that are required for each lineage. Contrary to the notion that core metabolic enzymes are ‘housekeeping genes’ that are expressed constitutively in all cell types, our study reveals the dynamic and lineage-specific transcriptional regulation of metabolic enzymes. Specifically, we show that the expression of the TCA-cycle enzymes decreases during differentiation into the secretory lineage but increases during differentiation into the absorptive lineage. The increases in OGDH expression are directly controlled by the enterocyte-lineage-defining HNF4 transcription factors, highlighting how transcriptional programs linked to cell fate can rewire metabolism to meet tissue demands.
Perturbation studies reveal a dichotomy in OGDH function across lineages. Consistent with previous work indicating that secretory cells rely less on mitochondrial function19, Ogdh suppression and subsequent αKG accumulation prime ISCs towards secretory differentiation. By contrast, depletion of OGDH in enterocytes induces cell-cycle arrest and death owing to a disrupted biosynthetic and bioenergetic balance in pAbs. The distinct dependencies of absorptive and secretory lineages on OGDH reflect heterogeneous metabolic demands: absorptive cells probably require higher levels of ATP and TCA-cycle metabolites for effector functions, whereas secretory cells rely on anabolic precursors for producing mucin and antimicrobial peptides. Although our findings support a role for αKG-dependent dioxygenases2,25 in secretory differentiation, further studies are needed to clarify how αKG regulates cell fate independently of its TCA-cycle functions. Regardless, these results underscore the role of lineage-specific metabolism in stem cell biology and tissue regeneration, showing that metabolism is both an output and a driver of lineage specification. Similar approaches might be useful for studying other metabolic activities that control lineage-specific cell function and fate.
Our findings also highlight the potential of metabolic interventions to influence cell fate and enhance tissue regeneration during injury. Specifically, we show that increasing αKG levels promotes secretory-lineage differentiation and colonic regeneration, even in the context of chronic inflammation. This suggests that αKG supplementation or partial OGDH suppression could restore tissue homeostasis and repair in conditions marked by impaired differentiation48 and chronic inflammation. These effects might also explain the reported benefits of αKG in mitigating age-related tissue decline49. More broadly, using precise metabolic perturbations to direct cell fate offers a promising avenue for treating enteropathies and advancing tissue rejuvenation strategies.
Methods
Mouse models
Housing conditions
All animal experiments in this study were performed in accordance with protocols approved by the Memorial Sloan Kettering Institutional Animal Care and Use Committee (approval number: 11-06-012). The mice were housed with a 12-h light–dark cycle between 8:00 and 20:00 in a temperature-controlled room (22 ± 1 °C) with free access to water and food. Both male and female mice were used in equal proportions for all experiments. No sex-based differences were observed. Experiments were performed using mice aged 10–14 weeks. Sample sizes were determined on the basis of previous experiments and published studies to ensure adequate power to detect biologically relevant differences. Mice were randomly assigned to experimental groups. Investigators were blinded to group allocation during data collection and analysis whenever possible.
Generation of an inducible Ogdh-knockdown mouse
Considering that the Ogdh knockout is embryonic lethal51, we developed an inducible model using doxycycline-inducible shRNAs linked to a GFP reporter. This system enables temporal and reversible suppression of Ogdh expression and facilitates the tracing and analysis of cells with Ogdh knockdown using the GFP reporter. To account for potential off-target effects of RNA interference (RNAi), we used two validated shRNAs (shOgdh_2081 and shOgdh_346)1. As a control for non-sequence-based effects of perturbing the RNAi machinery, we used a similar construct containing a Renilla-luciferase-targeting shRNA (shRen_731), which does not target any gene expressed in mouse cells. The guide strands for shRNAs are: Renilla, TAGATAAGCATTATAATTCCT; Ogdh_2081, TAAATGAAACATTTTGTCCTG; Ogdh_346, TAGCAATTCTGCATACTTCTG. Doxycycline-inducible GFP-coupled shRNA constructs were electroporated and integrated into a ‘homing cassette’ at the Col1a1 locus in 4482 ES cells30,33; this cassette contains a doxycycline-inducible reverse Tet transactivator (rtTA-M2) expressed from the Cag-rtTA promoter. Validated clones were used to generate chimeric mice using eight-cell aggregation, allowing the assessment of functionality in F0. The resulting founders were backcrossed to establish germline transmission, generating Tg. TRE-shOgdh_2081, Tg. TRE-shOgdh_346 and Tg. TRE-shRenilla_731 mice. To further amplify Ogdh knockdown and enable widespread expression of the TRE-GFP-shRNA cassette, including in the intestine33, we crossed TRE-shRenilla and TRE-shOgdh mice with CAGs-rtTA3 transgenic mice, resulting in TRE-shRenillaCag-rtTA3 and TRE-shOgdhCag-rtTA3 mice.
ISC analysis
To enable isolation of LGR5+ cells for assessing the expression of TCA-cycle enzymes, we used Lgr5-EGFP-IRES-creERT2 mice52.
Generation of a reporter mouse for secretory progenitors
To address whether the secretory pool has plasticity and could undergo dedifferentiation into ISCs, a reporter mouse was generated by crossing the Atoh1-creERT2 mouse model47 with Rosa26-CAGs-LSL-RIK53, which contains a loxP-flanked stop cassette upstream of the RtTA3, an IRES sequence and the monomeric far-red fluorescent protein mKate2, all inserted into the Gt(ROSA)26 locus. Administration of 4-hydroxytamoxifen leads to the excision of the stop cassette in the RIK allele. Consequently, ATOH1+ cells and their progeny will permanently express mKate2, enabling their identification and the dynamic tracking of the fate of ATOH1-expressing cells.
Generation of an immune-mediated colitis model (Rag2
−/− mice)
To generate a rodent model of human inflammatory bowel disease, we used the CD4+CD45RBhigh-induced colitis model in Rag2−/− mice45. In brief, spleens from ten C57Bl/6 male mice were collected, smashed, filtered through a 40-μm filter and washed with isolation buffer (phosphate-buffered saline (PBS), 0.5% bovine serum albumin (BSA) and 2 mM EDTA, pH 7.2). The cells were then centrifuged (288g, 5 min), and the resulting splenocyte pellets were resuspended in ACK buffer (Quality Biologicals, 118-156-101CS) to lyse red blood cells. After cell counting, CD4+ cells were isolated using the CD4+ isolation kit (Miltenyi, 130-104-454) following the manufacturer’s instructions. The splenocytes were transferred to fluorescence-activated cell sorting (FACS) buffer (0.5% BSA and 2 mM EDTA in Ca2+/Mg2+-free PBS) and incubated on ice for 30 min with anti-CD4–APC (BioLegend, 116014, clone RM4-4, 1:200) and anti-CD45Rb–FITC (BioLegend, 103306, clone C363-16A, 1:200) antibodies. CD4+CD45Rbhigh and CD4+CD45Rblow cells were then sorted using a Sony MA900 cell sorter. Finally, 0.5 × 106 cells were intraperitoneally injected into Rag2−/− male mice, and colitis developed within the following three months.
Mouse diets and treatments
Cag-rtTA3 mediating shRenilla and shOgdh expression was activated by feeding mice with a doxycycline hyclate diet (200 mg kg−1) at adult stage. The food was changed twice per week.
Acute DSS treatment was performed as previously described43. In brief, at ten weeks of age, mice were treated with 2% DSS (MP-Biomedicals, 021160110-CF) in drinking water for five days. Afterwards, the water was changed to regular drinking water and mice were euthanized at the indicated time points. In all experiments with DSS models, mice were weighed at the beginning of DSS treatment and every other day thereafter. In addition, they were evaluated daily for signs of distress or end-point criteria. Specifically, mice were immediately euthanized if they lost more than 20% of their initial body weight or showed breathing difficulties.
For the bromodeoxyuridine (BrdU) pulse experiment, mice were injected with 1 mg of BrdU (Sigma-Aldrich) in PBS and euthanized two hours later.
For DM-αKG supplementation, mice were injected (intraperitoneally) once daily with 600 mg kg−1 or 300 mg kg−1 of DM-αKG (349631-5G, Sigma-Aldrich) dissolved in PBS. For the vehicle control, mice were injected with PBS.
For pulsatile inhibition of Ogdh, mice were injected intraperitoneally with doxycycline (2.5 mg kg−1, Sigma-Aldrich, D9891) once daily in cycles of three consecutive days on followed by four days off.
DM-succinate treatment was performed as described54. In summary, mice were provided with 100 mM DM-succinate (W239607-1KG-K, Sigma-Aldrich) in their drinking water and received intraperitoneal injections of 100 mM DM-succinate every other day throughout the experiment. The pH was adjusted to 6.5 for both the drinking water and the injections.
For pulse-chase labelling experiments in Atoh1-creERT2;RIK mice, 5 mg of tamoxifen (T5648-1, Sigma-Aldrich) per mouse was administered by oral gavage every other day for a total of five days.
For glycolysis inhibition, mice were treated with intraperitoneally injected with 500 mg kg−1 of 2-deoxyglucose (Sigma, 111980050) five times per week for one month.
Genotyping PCR
Genomic DNA was extracted from mouse tails and ear punches. Biopsies were digested in MGB buffer supplemented with 10% Triton X-100, 1% 2-mercaptoethanol and 0.4 mg ml−1 proteinase K (Qiagen, 19133), and incubated overnight at 55 °C. PCR conditions were 95 °C for 6 min, then 35 cycles (95 °C for 40 s, 62 °C for 45 s, 72 °C for 1 min), then 72 °C for 10 min. PCR amplification yielded a 300-bp band for the mutant allele (indicating successful shRNA integration) and a 218-bp band for the wild-type allele.
RNA-seq analysis and qPCR
RNA extraction and RNA-seq library preparation and sequencing
Total RNA was isolated from crypts isolated from TRE-shRenillaCag-rtTA3, TRE-shOgdhCag-rtTA3, vehicle-treated or DM-αKG-treated mice using RNeasy kits (QIAGEN, 74004). RNA concentration and quality was assessed using an Agilent 2100 Bioanalyzer. Sequencing and library preparation was performed at the Integrated Genomics Operation at the Memorial Sloan Kettering Cancer Center (MSKCC). RNA-seq libraries were prepared from total RNA. After RiboGreen quantification and quality control by Agilent Bioanalyzer, 100–500 ng of total RNA underwent polyA selection and TruSeq library preparation according to the instructions provided by Illumina (TruSeq Stranded mRNA LT Kit, RS-122–2102), with eight cycles of PCR. Samples were barcoded and run on a HiSeq 4000 or HiSeq 2500 in a 50-bp/50-bp paired-end run, using the HiSeq 3000/4000 SBS Kit or TruSeq SBS Kit v4 (Illumina) at MSKCC’s Integrated Genomics Operation. An average of 41 million paired-end reads was generated per sample. Ribosomal reads represented at most 0.01% of the total reads generated, and the fraction of mRNA averaged 53%.
RNA-seq read mapping, differential expression analysis and heat-map visualization
Adaptor sequences were removed from the RNA-seq data using Trimmomatic55. The trimmed reads were then aligned to the GRCm38.91 (mm10) reference genome using STAR56, and the transcript count was quantified using featureCounts57 to generate a raw count matrix. Differential gene expression analysis was performed using the DESeq2 package58 in R (http://cran.r-project.org/), comparing the experimental conditions. Each condition had three to five independent biological replicates (individual mice). PCA was performed using DESeq2 to visualize the variation in gene expression among the samples. Differentially expressed genes (DEGs) were identified on the basis of a greater than twofold change in gene expression with Padj < 0.05. To visualize the DEGs, the samples were z-score normalized and plotted as a heat map using the ‘pheatmap’ package in R. Functional annotations of the gene sets were done by pathway enrichment analysis using the Reactome, Azimut, CellType and KEGG databases. The analysis was performed with enrichR59, and the significance of the tests was assessed using a combined score, calculated as log(P) × z, where P represents the P value from the Fisher exact test, and z is the z-score indicating the deviation from the expected rank. Gene set enrichment analysis (GSEA)60 was done using the GSEA-Preranked tool (v.2.07). The analysis involved the enrichment of gene sets using RNA-seq data obtained from the experiment. The gene sets were derived from the MSigDB database (http://software.broadinstitute.org/gsea/msigdb), as well as previously published signatures from mouse intestine.
scRNA-seq data analysis
Data were obtained from a previously published study26,27,28. In brief, human intestines were collected from three male donors (aged 29, 45 and 53 years) through HonorBridge (formerly Carolina Donor Services). Donors met eligibility criteria, including the absence of infectious diseases, cancer or recent abdominal surgeries. Intestinal tissues were divided into six regions: duodenum, jejunum, ileum and the ascending, transverse and descending colon. Mucosectomies (3 × 3 cm) were taken from the centre of each region. Sample preparation and cell hashing were performed as described using the reported cell classification and anatomical location26,27,28. Raw and normalized data, along with cell annotations, were obtained from a published study and downloaded from GSE185224. Seurat60,61,62,63 was used to perform the scRNA-seq data analysis, and the.h5ad file was converted into a Seurat object using the R package zellkonverter. The GetAssayData function was used to extract Ogdh expression, and the AverageExpression function was used to calculate the average expression across different regions or lineages. The TCA-cycle gene set was generated using the genes from the TCA-cycle enzymes, and the gene signature score was computed using the AddModuleScore function from Seurat. Gene signatures used in the paper are shown in Supplementary Table 8.
qPCR with reverse transcription
For qPCR with reverse transcription (qRT–PCR) analysis, total RNA was extracted from mouse ES cells, isolated crypts or sorted cells from Lgr5-EGFP mice using the RNeasy Mini Kit (QIAGEN, 74004). Subsequently, cDNA synthesis was performed using TaqMan reverse transcription reagents (Applied Biosystems). qPCR was performed in triplicate using SYBR Green PCR Master Mix (Applied Biosystems) on the ViiA 7 Real-Time PCR System (Invitrogen). The expression levels of target genes were normalized to endogenous control genes, Rplp0 (also known as 36B4) and Actb. Gene-specific primer sets were designed using the qPrimerDepot tool provided by the National Center for Biotechnology Information (NCBI) (https://www.ncbi.nlm.nih.gov/tools/primer-blast/) or published elsewhere. For primer sequences and details, see Supplementary Table 2.
Bisulfite conversion, detection of 5mC and 5hmC loci, primer design and normalization
To quantify 5mC and 5hmC at SPDEF-specific loci, we used the BisulPlus Loci 5mC & 5hmC Detection PCR Kit (P-1067-48), following the manufacturer’s protocol. For DNA extraction and bisulfite conversion:, genomic DNA was extracted from intestinal crypts using the Zymo Research Quick-DNA Miniprep Plus Kit (D4069) and quantified with a NanoDrop spectrophotometer (Thermo Fisher Scientific). For each reaction, 500 ng genomic DNA was subjected to bisulfite conversion to deaminate cytosines while preserving 5mC and 5hmC. The conversion was performed according to the manufacturer’s guidelines. For primer design, primers for bisulfite-converted DNA were designed using MethPrimer (https://methprimer.com/cgi-bin/methprimer/methprimer.cgi/) (Supplementary Table 7). The primer design avoided CpG dinucleotides to minimize bias between methylated and unmethylated DNA. Primers were 26–35 bases long to ensure specificity, with melting temperatures (Tm) adjusted to higher than 60 °C through guanine-rich sequences. Each primer set amplified one strand of the bisulfite-converted DNA. For PCR amplification and detection of 5mC and 5hmC, after bisulfite treatment, the targeted loci were amplified in a 50-µl PCR reaction containing 25 µl of 2× Master Mix, 2 µl of bisulfite-converted DNA, 1 µl of each primer (10 µM) and nuclease-free water. The thermal cycling conditions were: initial denaturation: 95 °C for 5 min; 35 cycles of 95 °C for 30 s (annealing temperature specific to primers) and 72 °C for 1 min; final extension: 72 °C for 5 min. For normalization of 5hmC levels: to accurately quantify 5hmC, PCR signals from the 5hmC-specific reactions were normalized against the total methylation (5mC + 5hmC) at each locus. The percentage of 5hmC was calculated using the following formula: 5hmC (%) = 100 × (5hmC signal/(5mC signal + 5hmC signal)).
For qPCR, the Ct values of the 5mC- and 5hmC-specific reactions were compared, and the relative levels of 5hmC were obtained using the ΔCt method. The difference between Ct values (ΔCt) provided an estimate of relative hydroxymethylation, and the fold change was calculated using the formula 2−ΔCt2.
Genetic constructs and plasmids
For plasmid maps and shRNA sequences, see Supplementary Table 6.
The lentiviral vector used to silence Hnf4a and Hnf4g, pLV[2miR30]-Hygro-TRE3G>mCherry:{shHNF4a}:{shHNF4g}, and its control vector, pLV[2miR30]-Hygro-TRE3G>mCherry: Scramble [miR30-shRNA#1]:Scramble [miR30-shRNA#2], were constructed and packaged by VectorBuilder. These are tandem shRNA expression vectors, each carrying two shRNA sequences designed to be co-expressed under the same regulatory elements, enabling simultaneous knockdown of two target genes or, in the case of the control, two non-targeting scramble sequences. The vector IDs are VB231003-1530dwr (shControl vector) and VB231003-1530srj (Hnf4a and Hnf4g vector), respectively. These IDs can be used to retrieve specific information about the plasmids. shHnf4a: TACTATTTTACCTACCTATGGG; shHnf4g: TTAATATTTATGTCAGTGCTGG; shRenilla: ACCTAAGGTTAAGTCGCCCTCG (×2 tandem sequence).
The reporter vectors used to study the role of the HNF4 family in Ogdh expression, pRP[Pro]-hRluc/Puro-{Ogdh_Promoter_WT}>TurboGFP and pRP[Pro]-hRluc/Puro-{Ogdh_Promoter_Hnf4a_Mutant}>TurboGFP, were constructed by VectorBuilder. The vector IDs are VB231003-1479yab and VB231003-1483kbd, respectively. Wild-type Ogdh promoter: AACAAGTGTTCAAAATAGTCACTCATGTTATTCAAATTATTTTGTGCAGGGATACATTTTACCAACCCAACTATTATTTAGGGCAGCTTGTTTTGGATACAAAGCCCGTGGGCCTCAAAGTCGCAGCGCTCCTGCTTCGGCCCGCCAAACGCTTCAATTATCAGACGGCATCCCACGCCCTGAATGTACCAGGTTCTTAACAAGCTTCGGAAGCGTCTCCCGTGTAACTGCTAATGACAGCCGAAAGACAGTGAGCAACAGGCTGGCTTTGGCCAGATGCAAAGTTCTGCATTGGCGCGAAGCCCGAGCGAGCGACTGAAACCCAATTCTGTGACGTCACGTCACGCCCACAGCCTGTCTTGCAGGCCGCTCCTCTGGGGCCGGGCTACGCGTTGACGCC. Mutated Ogdh promoter: AACAAGTGTTCAAAATAGTCACTCATGTTATTCAAATTATTTTGTGCAGGGATACATTTTACCAACCCAACTATTATTTAGGGCAGCTTGTTTTGGATACAAAGCCCGTGGGCCTCAAAGTCGCAGCGCTCCTGCTTCGGCCCGCCAAACGCTTCAATTATCAGACGGCATCCCACGCCCTGAATGTACCAGGTTCTTAACAAGCTTCGGAAGCGTCTCCCGTGTAACTGCTAATGACAGCCGAAAGACAGTGAGCAACAGGCTGGGGGAGCTAGATGGGGCGATTTGCATTGGCGCGAAGCCCGAGCGAGCGACTGAAACCCAATTCTGTGACGTCACGTCACGCCCACAGCCTGTCTTGCAGGCCGCTCCTCTGGGGCCGGGCTACGCGTTGACGCC.
Intestine preparation
For immunofluorescence analysis
Small intestine and colon were removed from mice and flushed with PBS. Intestines were then opened longitudinally, ‘Swiss-rolled’, incubated overnight in 10% formalin at room temperature, changed to 70% ethanol and processed for paraffin embedding.
For isolation of crypts
From freshly dissected small intestines from C57Bl/6, TRE-shOgdhCag-rtTA3 and TRE-shRenCag-rtTA3 mice, the duodenum (first 10–12 cm from the stomach) was isolated, as it yields more crypts in a shorter time. The duodenum was longitudinally opened through the lumen, then washed in ice-cold Hanks’ balanced salt solution (HBSS) until the rest of the samples were collected. Next, the duodenum was transferred to a 15-ml Falcon tube, then chopped into pieces of 1–2 cm. For each tube, 6–7 ml of ice-cold 8 mM EDTA in HBSS was added, and the tube was incubated on ice for 15 min. After incubation, the EDTA solution was removed and replaced with HBSS. The tube was then vigorously shaken for approximately 20 s. A 20-μl aliquot was taken from the supernatant and examined under a microscope to confirm that it contained the villus fraction. The supernatant was discarded, and the intestine pieces were then transferred to a new 15-ml Falcon tube and rinsed in ice-cold HBSS to remove any residual villi. Another 6–7 ml of ice-cold 8 mM EDTA in HBSS was added per tube, followed by a 15-min incubation on ice. As in the previous step, the EDTA solution was removed and replaced with HBSS (optional step), and the tube was shaken vigorously for approximately 20 s. A 20-μl aliquot of the supernatant was taken and examined under the microscope to check whether it contained the desired crypt fraction. Depending on the yield, these steps were repeated until the crypts were enriched in the supernatant.
Culture of intestinal organoids
Regular conditions
Freshly isolated crypts were embedded in 50 μl of undiluted Matrigel (356231, Cultek) and cultured in DMEM/F-12 (D8437, Sigma-Aldrich) supplemented with penicillin–streptomycin, 1× (2 mM) Glutamax (35050038, Gibco or Life Technologies, Thermo Fisher Scientific), 10 mM HEPES (15630049, Gibco or Life Technologies, Thermo Fisher Scientific), 2 mM N-acetyl cysteine (A8199-10G, Sigma-Aldrich), 1× B27 supplement (17504-044, Life Technologies), 10 mM nicotinamide (N0636-100G, Sigma-Aldrich), 50 ng ml−1 recombinant mEGF (PMG8044, Gibco), 100 ng ml−1 recombinant Noggin (250-38, PeproTech), 1 μg ml−1 mouse R-spondin 1 (120-38, PeproTech) and 1% normocin (ant-nr-1, InvivoGen)64. During the initial 12-h culture establishment, 1.5 μM CHIR99021 (GSK3 inhibitor, 2520691; PeproTech) and 10 μM Y-27632 inhibitor (1293823, PeproTech) were included, and then the medium was replaced. The medium was changed every other day.
Organoid differentiation
Organoid differentiation assays were performed as previously described29. In brief, crypts or single cells were entrapped in Matrigel and plated at the centre of wells in a 24-well plate. After polymerization of Matrigel, 500 μl of complete Advanced DMEM/F-12 was added. The enrichment media were as follows. ISC enrichment medium (ENR-CV): EGF (50 ng ml−1, Life Technologies), Noggin (100 ng ml−1, PeproTech), R-spondin 1 (500 ng ml−1, R&D) and small molecules including CHIR99021 (3 μM, Stemgent) and valproic acid (1 mM, Sigma-Aldrich). Paneth cell enrichment medium (ENR-CD): EGF (50 ng ml−1, Life Technologies), Noggin (100 ng ml−1, PeproTech), R-spondin 1 (500 ng ml−1, R&D) and small molecules including CHIR99021 (3 μM, Stemgent) and DAPT (10 µM, Sigma-Aldrich). Goblet cell enrichment medium (ENR-VD): EGF (50 ng ml−1, Life Technologies), Noggin (100 ng ml−1, PeproTech), R-spondin 1 (500 ng ml−1, R&D) and small molecules including valproic acid (1 mM, Sigma-Aldrich) and DAPT (10 µM, Sigma-Aldrich). Enterocyte enrichment medium (ENR-IV): EGF (50 ng ml−1, Life Technologies), Noggin (100 ng ml−1, PeproTech), R-spondin 1 (500 ng ml−1, R&D) and small molecules including valproic acid (1 mM, Sigma-Aldrich) and IWP2 (2 μM, Sigma-Aldrich). To enrich in progenitor cells, organoids were kept in ENR-CV for six days and then transferred for three days to the corresponding differentiation medium. For fully mature lineages, ISC-enriched organoids were maintained in differentiation medium for at least six days.
Intestinal organoid engineering
Organoid nucleofection protocol
Freshly intestinal organoids were isolated as previously described. They were maintained in ENR medium with CHIR99021 (10 μM) for four days before electroporation. Five drops of Matrigel (30–40 μl) were plated per six-well plate, and the medium was refreshed the day before electroporation. On the day of electroporation, organoids were recovered from Matrigel using Cell Recovery Solution (Corning, 76332-050) and spun down at 135g for 5 min at 4 °C. The organoids were then resuspended in 200 μl TrypLE (Life Technologies, 12604021) per well and incubated for 3 min at 37 °C in a water bath. Subsequently, 5 ml PBS was added, and the organoids were further mechanically dissociated. For nucleofection, we used 2–3 μg of the desired plasmid; specifically, a reporter construct carrying the HNF4-binding site in the Ogdh promoter, either mutated or wild type. The P3 Primary Cell 4D-Nucleofector X Kit (Lonza, V4XP-3024) was used for nucleofection. The nucleofection buffer was prepared immediately before the procedure, following the manufacturer’s instructions. Organoids were resuspended in 20 μl nucleofection buffer and immediately subjected to electroporation using the ESC program in the 4D-Nucleofector (Lonza). After electroporation, 100 μl ENR medium with CHIR99021 and Y-27632 inhibitors was added to each well. The nucleofected organoids were transferred to an Eppendorf tube, spun down at 1,200 rpm for 5 min and resuspended in Matrigel. Organoids were allowed to recover overnight before experiments.
Organoid viral transduction protocol
Organoids were isolated as described above and maintained in ENR medium supplemented with CHIR99021 (10 μM) for four to six days. Next, double Hnf4a and Hnf4g shRNA along with their respective controls, were transduced by spinoculation, which was performed as previously described64. After spinoculation, organoids were spun down at 1,200 rpm for 5 min and resuspended in Matrigel. The organoids were then allowed to recover before selection or sorting.
Organoid treatments
For the experiments using organoids, the following treatments were applied: doxycycline at 2 μg ml−1 (Sigma-Aldrich, D9891-25G), DM-αKG at 3.35 mM (1:2,000 dilution from stock) (Sigma-Aldrich, 102418940), octyl-αKG at 10 mM final concentration (Sigma-Aldrich, 876150-14-0), octyl-L-2HG at 10 mM final concentration (Sigma-Aldrich, 1391194-64-1) and DM-succinate at 3 mM final concentration (Sigma-Aldrich, W239607).
Metabolomics
Intestinal organoid culture
Intestinal organoid culture was performed by isolating crypts through mechanical disruption with EDTA, followed by embedding them in Matrigel. To ensure consistent numbers of cells, crypts from five independent mice were pooled together, and the resulting pool was embedded in Matrigel. Five Matrigel drops (30–40 µl per drop) were plated in every six-well plate. Triplicate samples were plated from the pooled crypts to maintain consistency in the experiments, because the LC–MS is highly sensitive to variations in cell number, and it is challenging to plate the same number of organoids from different mice. Organoids were kept in the pertinent culture medium as described above. Also, as an internal control for the metabolites present in Matrigel, in LC–MS experiments, we isolated metabolites from Matrigel (same number of drops) without organoids but going through the same culture protocol. For isotopologue tracing, organoids were transferred to ENR-X medium containing either 13C6 glucose or 13C5 glutamine, without Glutamax, and incubated for 24 h before sample collection.
Sample preparation
Supernatant was aspirated from Matrigel cultures with or without organoids. The cells were lysed and metabolites were extracted by adding 1 ml ice-cold 80% methanol directly to the Matrigel drops, followed by incubation overnight at −80 °C to aid protein precipitation. The following day, the methanol extracts were centrifuged at 20,000g for 20 min at 4 °C, and 800 µl of the supernatant was transferred to a new tube and evaporated in a vacuum concentrator (GeneVac).
LC–MS/MS analysis
For metabolomic profiling using LC–MS, dried extracts were resuspended in 80 µl of 40% acetonitrile in water + 20 µl of 100% methanol for hydrophilic interaction liquid chromatography (HILIC) or in 100 µl of 50% methanol in water for ion-pair LC separations. Samples were vortexed and incubated on ice for 20 min, vortexing every 5 min to ensure adequate resuspension. All samples underwent one final centrifugation (20,000g for 20 min at 4 °C) to remove any residual particulate.
HILIC LC–MS analysis was performed on a 6545 Q-TOF mass spectrometer (Agilent Technologies) in positive ionization mode. LC separation was done on an ACQUITY UPLC BEH Amide column (150 mm × 2.1 mm, particle size 1.7 μm, Waters) using a gradient of solvent A (10 mM ammonium acetate in 10:90 acetonitrile: water with 0.2% acetic acid, pH 4) and solvent B (10 mM ammonium acetate in 90:10 acetonitrile: water with 0.2% acetic acid, pH 4). The gradient was 0 min, 95% B; 9 min, 70% B; 13 min, 30% B; 14 min, 30% B; 14.5 min, 95% B; 15 min, 95% B; and 20 min, 95% B. Other LC parameters were as follows: flow rate 400 μl min−1, column temperature 40 °C and injection volume 5 μl. Other MS parameters were as follows: gas temperature 300 °C, gas flow 10 l min−1, nebulizer pressure 35 psi, sheath gas temperature 350 °C, sheath gas flow 12 l min−1, Vcap 4,000 V and fragmentor 125 V.
Ion-pair LC–MS analysis was performed on a 6230 TOF mass spectrometer (Agilent Technologies) in negative ionization mode. LC separation was done on an XSelect HSS T3 column (150 mm × 2.1 mm, particle size 3.5 μm, Waters) using a gradient of solvent A (5 mM octylamine in water with 5 mM acetic acid) and solvent B (5 mM octylamine in methanol with 5 mM acetic acid), and post-column solvent with 90:10 acetone: DMSO. The gradient was at 0.3 ml min−1: 0 min, 1% B; 3.5 min, 1% B; 4 min, 35% B; 15 min, 35% B; 20 min, 100% B; at 0.4 ml min−1: 20.1 min, 100% B; and 22 min, 100% B, 22.1 min, 1% B; and 27 min, 1% B. Other LC parameters were as follows: post-column flow rate 0.3 ml min−1, column temperature 40 °C and injection volume 5 μl. Other MS parameters were as follows: gas temperature 250 °C, gas flow 9 l min−1, nebulizer pressure 35 psi, sheath gas temperature 250 °C, sheath gas flow 12 l min−1, Vcap 3,500 V and fragmentor 125 V.
Targeted data analysis was performed using both Skyline and MassHunter Profinder software v.10.0 (Agilent Technologies). Further analysis was done using MetaboAnalyst (https://www.metaboanalyst.ca/MetaboAnalyst/ModuleView.xhtml).
D-2HG and L-2HG extraction and analysis
Metabolites were extracted with ice-cold 40:40:20 acetonitrile:methanol:water containing 5 μM L- or D-2-hydroxyglutaric acid-d3 disodium salt (Toronto Research Chemicals, H942578) as an internal standard. After overnight incubation at −80 °C, organoid extract was collected, sonicated and centrifuged at 20,000g for 20 min at 4 °C to precipitate protein. Extracts were then dried in an evaporator (Genevac EZ-2 Elite. For LC–MS analysis, dried samples were derivatized with 100 μl freshly prepared 50 mg ml−1 (+)-diacetyl-l-tartaric anhydride (DATAN; Sigma) in dichloromethane acetic acid (v/v = 4:1) at 75 °C for 30 min. After cooling to room temperature, derivatized samples were dried under nitrogen at room temperature and resuspended in 100 μl UltraPure water (18.2 MΩ, PureLab) before LC–MS/MS analysis. LC–MS analysis was performed on a Thermo Vantage triple-quadrupole mass spectrometer operating in selected reaction monitoring and negative ionization modes using an Acquity UPLC HSS T3 analytical column (2.1 × 100 mm, 1.8 μm, Waters) with an Agilent 1260 infinity binary pump, and applying a gradient of mobile phase A (125 mg l−1 ammonium formate in water adjusted to pH 3.5 with formic acid) and mobile phase B (100% methanol) at a flow rate of 300 μl min−1. The analytical gradient was 0–5 min, 3% B; 5.5–8 min, 80% B. The column was then re-equilibrated for 10 min to ensure retention-time stability. Other LC parameters were as follows: flow rate 300 μl min−1, column temperature 40 °C, sample storage temperature 4 °C and injection volume 10 μl. MS source parameters were as follows: spray voltage 2,500 V, capillary temperature 300 °C, vaporizer temperature 250 °C, sheath gas pressure 50 psi and auxiliary gas pressure 40 psi. Compound-specific S-lens values were as follows: 37 V (2HG) and 41 V (deuterated 2HG). Individual reactions were monitored, and collision energies (CEs) were as follows: 2HG m/z 363.0–147.1 (CE: 12 V), 129.1 (CE: 27 V); deuterated 2HG m/z 368.0–152.1 (CE: 13 V), 132.9 (CE: 22 V). The identities of metabolite enantiomers were determined by comparing with the retention times of the derivatized pure standards. Chromatograms were acquired and processed with TraceFinder software (Thermo Fisher Scientific).
Mitochondria stress test and substrate oxidation assay (Seahorse assays) in organoids
Crypt extraction and organoid preparation
Crypts were extracted as described above. Freshly isolated crypts were resuspended in 1.5 ml Matrigel and kept on ice to prevent the Matrigel from polymerizing during the plating process. The number of organoids to plate was first optimized by testing 1 μl, 2 μl or 3 μl of Matrigel with organoids, and thereafter 2 µl was plated. Samples were plated in the centre of a 96-well Seahorse plate, positioned between the three dots. To ensure consistent conditions, in control wells, the same volumes of Matrigel were plated. To account for variations in plating the same number of organoids in each well, an entire column per condition was plated to have eight replicates. Appropriate organoid culture medium was added to each well, and the plate was kept in the incubator until the day of the experiment. Typically, the organoids were allowed to adapt for two days before the experiment was performed.
Seahorse experiment
The assay was performed as previously described with some adaptations65,66. In brief, the day before the experiment, we prepared complete Seahorse medium: Agilent Seahorse XF (pH 7.4) without phenol red and supplemented with glucose (10 mM), pyruvate (1 mM) and glutamine (2 mM). All reagents were adjusted to a pH of 7.4. The sensor plate was activated in water overnight at 37 °C. On the day of the experiment, the organoids were prepared by removing the organoid complete medium and washing twice with complete Seahorse medium. The complete Seahorse medium was added to the organoids, and they were allowed to adapt for 30 min (maximum one hour) at 37 °C in a non-CO2 incubator.
Injections and settings
For both MitoStress assays (103015-100) and substrate oxidation assays, the following concentrations were injected into the ports: oligomycin (port A) at 50 μM, FCCP at 20 μM and rotenone and antimycin A at 20 μM each. The settings of the XF Analyzer for the assay were as follows: basal (three cycles) with a mix time of 4 min, a wait time of 0 min and a measure time of 3 min; oligomycin (six cycles) with a mix time of 4 min, a wait time of 0 min and a measure time of 3 min; FCCP (three cycles) with a mix time of 4 min, a wait time of 0 min and a measure time of 3 min; and rotenone and antimycin A (three cycles) with a mix time of 4 min, a wait time of 0 min and a measure time of 3 min. For the long-chain fatty acid oxidation stress test (103672-100), we used etomoxir at a concentration of 20 μM supplemented with 500 μM of carnitine; for the glucose/pyruvate oxidation stress test (103673-100) we used UK5099 inhibitor at 4 µM; and for the glutamine oxidation stress test (103674-100) we used CB839 inhibitor at 3 µM.
Normalization
A 4× bright-field picture was taken from all wells to check organoid positioning after the assay. For normalization, we counted the number of organoids per well that were located between the three dots. We found that this normalization worked well for conditions with similar organoid size and viability. For substrate oxidation assays in which organoid samples from the same lineage were treated with different inhibitors, samples were instead normalized by percentage of OCR to correct for differences in organoid number per well, a normalization directly provided by Agilent software (https://seahorseanalytics.agilent.com).
Preparation of single-cell suspensions from intestinal and colonic mucosa for cell sorting and FACS-based immunophenotyping
Intestinal preparation
Crypts were isolated as described above. After spinning, crypts were incubated in DMEM/F-12 medium (D8437, Sigma-Aldrich) supplemented with 0.8 U ml−1 dispase (17105041, Life Technologies, Thermo Fisher Scientific) and 1 mg ml−1 DNase (04716728001, Roche). Cells were incubated in 2 ml of ‘digestion solution’ for 10–15 min at 37 °C, vortexing the samples every 2 min for 30 s. After 10 min, a 20-µl sample was taken and observed under the microscope to check single-cell dissociation. Digestion was stopped by adding 10 ml of fetal bovine serum. Cells were then filtered through a 70-μm mesh, spun down at 290g for 5 min and resuspended in MACS buffer (0.5% BSA and 2 mM EDTA in Ca2+/Mg2+-free PBS). GFPhigh (ISCs), GFPlow (TA cells), GFP− high side scattering and forward scattering (Paneth cells) and the villus fraction (first fraction during mechanical cell extraction) were isolated from Lgr5-EGFP-IRES-creERT2 mice and sorted using a Sony MA900 cell sorter.
Colon preparation
For immunophenotyping of the lamina propria and the muscle layer in the colon of control and DSS-treated mice, samples were prepared as previously reported67. In brief, the entire colon was dissected, opened longitudinally and washed in 1× HBSS (Gibco, 14025-092). The colon was chopped into pieces of 0.5–1 cm and crypts were mechanically dissociated using 8 mM EDTA. The remaining pieces of colon were transferred to digestion mix with dispase and DNAse. Immune cells were further sedimented by centrifugation and immunophenotyping analysis was performed as described below.
FACS-based immunophenotyping
For multiparametric flow-cytometry analysis, cell suspensions were stained with LIVE/DEAD fixable viability dye (1: 500, Invitrogen, R37601) for 30 min in PBS at 4 °C. After this, cells were washed, incubated with Fc block (1: 200, BD Biosciences, 564219) in FACS buffer for 15 min at 4 °C and then stained with a cocktail of conjugated antibodies (see below) for 30 min on ice. After staining, cells were washed three times with FACS buffer and fixed using BD Cytofix/Cytoperm (Thermo Fisher Scientific, 544772) for 20 min at 4 °C, washed again and stored for analysis. Samples were analysed in a BD LSR Fortessa with five lasers, and gates were set by fluorescence-minus-one controls.
The following antibodies were used for flow-cytometry analysis: AF700 CD45 (BioLegend, 103128, clone 30-F11, 1:200), BUV395 CD11b (BD Biosciences, 563553, clone M1/70, 1:200), PE F4/80 (BioLegend, 123110, clone BM8, 1:200), BV605 Ly6G (BD Bioscience, 563005, clone 1A8, 1:200), APC Cy7 Ly6c (BioLegend, 128026, clone HK1.4, 1;200), APC MHCII (BioLegend, 107614, clone M5/114.15.2, 1:200), BV710 CD206 (BioLegend, 141727, clone C068C2, 1:200) and BV650 CD86 (BioLegend, 105035, clone GL-1).
Faecal LCN2 content
Faecal samples were collected longitudinally and analysed for LCN2 levels using an ELISA according to the manufacturer’s instructions (Abcam, ab199083). Frozen faecal samples were reconstituted in PBS containing 0.1% Tween 20 at a concentration of 100 mg ml−1. The samples were vortexed for 20 min to achieve a homogeneous suspension and then centrifuged at 12,000 rpm for 10 min at 4 °C. The clear supernatants were collected and stored at −20 °C until analysis. Measurements were normalized to the weight of the faecal samples.
Immunofluorescence
Mouse tissues
Mouse tissues were fixed overnight at 4 °C in 10% formalin before paraffin embedding. Five-micrometre sections were deparaffinized and rehydrated with Histo-Clear (Thermo Fisher Scientific, National Diagnostics) and an alcohol series and subjected to antigen retrieval by boiling in citrate antigen retrieval buffer (Vector). Slides were blocked in PBS with 5% BSA, and primary antibody staining was performed in blocking buffer + 0.02% Triton X-100 overnight at 4 °C. The following primary antibodies were used: chicken anti-GFP (1:500, Abcam 13970), mouse anti-Ki67 (1:500, BD, 550609), rabbit anti-p53 (1:500, NCL-L-p53-CM5p, Leica Biosystems), rabbit anti-5hmC (1:500, Active Motif, 39769), mouse anti-β-catenin (1:200, BD, 610153), rabbit anti-OGDH (1:100, Proteintech, 15212-1-AP), rabbit anti-VDAC (1:100, Abcam, ab15895), goat anti-ACE2 (1:100, Thermo Fisher Scientific, PA5-47488), rabbit anti-lysozyme (1:500, Thermo Fisher Scientific, MA5-32154), rabbit anti-BrdU (1:100, Abcam, ab6326), rabbit anti-cleaved caspase 3 (1:200, Cell Signaling, 9664S), mouse anti-HNF4α (1:100, Thermo Fisher Scientific, MA1-199), mouse anti-TET1 (1:100, Thermo Fisher Scientific, MA5-16312), rabbit anti-TET2 (1:100, Thermo Fisher Scientific, PA5-85488), rabbit anti-TET3, (1:100, Thermo Fisher Scientific, PA5-31860), rat anti-CD8 (1:200, 14-0808-82, Thermo Fisher Scientific) and rat anti-CD4 (1:100, Thermo Fisher Scientific, 14-9766-82). Primary antibodies were detected with the following fluorescently conjugated secondary antibodies: goat anti-chicken AF488 (Life Technologies A-11039, 1:1,000), goat anti-rabbit AF488 (Life Technologies A-32723, 1:1,000), goat anti-rabbit AF594 (Life Technologies A-11037, 1:1,000), goat anti-mouse AF488 (Life Technologies, A-32723, 1:1,000), goat anti-mouse AF594 (Life Technologies, A-11032, 1:1,000), goat anti-rat AF488 (Life Technologies, A-11006, 1:1,000) and goat anti-rat 594 (Life Technologies, A-11007, 1:1,000). All secondary antibodies were diluted in blocking buffer + 0.02% Triton X-100 and incubated for one hour at room temperature. Slides were then washed with PBS and nuclei were counterstained with PBS containing DAPI and mounted under coverslips with ProLong Gold (Life Technologies).
Human samples
Samples used in human studies were obtained from TissueArray (https://www.tissuearray.com/). Specifically, tissue microarrays (TMAs) CO809b, CO246, CO245a were used. Immunofluorescence staining was performed as described above, using the same primary and secondary antibodies.
Organoid immunofluorescence
Organoids were recovered using Cell Recovery Solution (354253, Corning BD) and fixed with 4% paraformaldehyde (PFA) for 20 min at room temperature (18–21 °C). Next, the samples were passed through an ethanol series (70%, 96% and 100%) and embedded in paraffin. Immunohistochemistry and immunofluorescence were performed using standard techniques as described above, using the same primary and secondary antibodies.
Image acquisition and analysis
Images were acquired with a Zeiss AxioImager microscope using Axiovision software. Five to ten images per slide were obtained. Quantification was performed either by counting the number of positive cells per crypt or villus (at least 50 crypts and 100 villi were quantified) or by calculating the percentage of the positive area using the Color Deconvolution plug-in in ImageJ v.1.7 software. Additional macros were developed by the authors to quantify immunofluorescence images.
Multiplex immunofluorescence in human and mouse FFPE tissues
Multiplex immunofluorescence imaging was performed using the Comet Lunaphore platform68 for mouse tissues and the CellDive platform69 for human TMAs of formalin-fixed paraffin-embedded (FFPE) tissues. Tissue processing was done as described above (‘Immunofluorescence’ section), with the key difference that antigen retrieval included the use of two buffers. Specifically, after deparaffinization, slides were boiled in citrate antigen retrieval buffer (pH 6.0, Vector Labs H-3300-250) and then directly transferred to Tris-EDTA unmasking solution (pH 9.0, Vector Labs H-3301-250) and boiled again. This dual antigen retrieval method improved antigen unmasking in our samples, enabling the combination of antibodies that work with either citrate or EDTA buffers. After antigen retrieval, the slides were loaded onto the respective platforms. For details on the antibody panels and staining conditions, see Supplementary Tables 4 (COMET Lunaphore mouse panel) and 5 (CellDive human panel). For CellDive multiplex immunofluorescence, the first round of staining was performed using primary and secondary antibodies. In most cases, subsequent rounds used primary conjugated antibodies. In addition, a stripping step was performed as previously described70, allowing for a second round of primary and secondary antibody staining on the same TMAs. The HNF4α antibody was self-conjugated according to the manufacturer’s instructions (https://www.thermofisher.com/order/catalog/product/A20186).
smFISH
smFISH analysis was performed as previously described, with slight modifications in the protocol71.
Probe design for multiplex smFISH
We built on published software72,73 to design custom panels for smFISH. This design strategy relies on the precomputation of all possible 30-mer sequences found in mouse cDNAs (Ensembl GRCm38.p6), augmented with coding sequences of fluorescent proteins engineered into our mouse model. We excluded pseudogenes from the potential pool of mRNAs to design probes for. We computed multiple scores for each 30-mer, including Tm, GC content and potential for hybridization with ribosomal RNAs (rRNAs) and transfer RNAs (tRNAs). We used the following criteria for including a 30-mer in our candidate probe set: GC content 43–63% and Tm (66–76 °C), excluding 30-mers that contain at least a 15-mer present in an rRNA or a tRNA. In addition, we computed expression-informed penalties to estimate the specificity of each candidate probe. We adapted published software72,73 to include single-cell information into the estimation of specificity scores. We reasoned that incorporating single-cell information would decrease the chances of selecting probes with off-target binding to highly expressed genes in rare cell populations. To do so, we used the published single-cell data used in figure 1 in ref. 26. Following suggested parameters from the original MERFISH publications72,73, we considered 30-mers with a specificity score greater than 0.75 as candidates for our panels. We aimed to select 92 non-overlapping probes per gene. Whenever this was not possible owing to transcript length, homology to other genes or other sequence properties, we allowed a maximum overlap of 20 bp between probes. Probe sequences can be found in Supplementary Table 3.
Sample preparation
‘Swiss-rolled’ intestines were positioned in a cassette and fixed with 4% PFA 1× PBS solution for four hours at 4 °C. Cassettes were then transferred to 4% PFA and 30% sucrose in 1× PBS and incubated overnight at 4 °C. To preserve villus structures, cassettes were transferred for four hours to 30% sucrose and 50% OCT for three hours at room temperature and finally embedded in Tissue Plus OCT Compound (Fisher Healthcare, 4585) in a cryomold (Tissue-Tek, 4557). Moulds were placed on dry ice until all OCT was frozen, and intestinal samples were stored at −80 °C.
Coverslip preparation
Coverslips for smFISH staining were prepared as previously described71. In brief, 40-mm-diameter coverslips (Bioptechs, 0420-0323-2) were cleaned by immersing them in a 1:1 mix of 37% HCl and methanol at room temperature for 30 min. Coverslips were then washed with Milli-Q water, washed once with 70% ethanol and then gently dried with nitrogen gas. Cleaned coverslips were submerged in 0.1% (v/v) triethylamine (Millipore, TX1200) and 0.2% (v/v) allyltrichlorosilane (Sigma, 107778) in chloroform for 30 min at room temperature. They were washed once with chloroform and once with 100% ethanol, then dried using nitrogen gas. Coverslips were stored long term in a desiccated chamber at room temperature.
Poly-lysine coating of coverslips
To prepare coverslips for staining individual samples, pre-treated coverslips were coated with 0.1 mg ml−1 poly-d-lysine (Thermo Fisher Scientific, A3890401) for one hour at room temperature. Next, they were washed once with 1× PBS, and three times with nuclease-free water. After that, they were left to dry for at least two hours before sectioning the tissue.
Tissue sectioning, fixation and permeabilization for smFISH staining
Tissue sections of 10-μm thickness were mounted into poly-d-lysine-coated coverslips. Coverslips were dried for 5–10 min at 50 °C and placed on dry ice until completion of sectioning of all samples. Next, plates with coverslips were transferred to ice, and treated with 3 ml 1× PBS, followed by fixation at room temperature with 4% PFA 1× PBS for 10 min. Coverslips were then washed three times with 1× PBS and maintained at 4 °C overnight in ice-cold 70% ethanol for permeabilization.
Pre-staining treatment of permeabilized tissues
After overnight incubation, coverslips were rehydrated with 1× PBS on ice for 10 min. To bleach endogenous fluorescence of lineage reporters and reduced autofluorescence from lysozyme granules, tissues were incubated with 3% hydrogen peroxide (Thermo Fisher Scientific, H325-500), 1:600 37% HCl (v/v) 1× PBS and placed under a heat lamp for one hour at room temperature. They were then washed twice with 1× PBS and once with 2× SSC. Next, they were treated with digestion solution (pre-warmed at 37 °C) containing a final concentration of 20 μg ml−1 proteinase K (Sigma, 3115836001) in 2× SSC solution, and incubated at 37 °C for 10 min. Next, coverslips were washed three times with 2× SSC and treated with pre-hybridization solution (30% formamide (Thermo Fisher Scientific, AM9344) and 2× SSC) and incubated for at least three hours at 37 °C.
Staining with primary probes
Primary probes were diluted to 100 nM per probe in 3H staining buffer (30% formamide, 10% dextran sulfate (Sigma-Aldrich, D8906-50G), 1 mg ml−1 yeast tRNA (Thermo Fisher Scientific, 15401029) and 2× SSC). In addition, 2 μM anchor probe was added to the staining solution containing specific probes. A 100-µl droplet of this solution was then added to coverslips after their pre-hybridization incubation, then the coverslips were placed on a 15-cm dish with a wet Kimwipe used as a humidity buffer and incubated at 37 °C for 36–48 h. Next, post-hybridization wash buffer (30% formamide and 2× SSC) was pre-heated to 37 °C. Coverslips were washed twice with post-hybridization wash buffer at 47 °C for 30 min. Finally, coverslips were transferred to 2× SSC solution and maintained at 4 °C until the next step.
Gel embedding and digestion
Samples were embedded on a thin layer of polyacrylamide gel, to allow subsequent tissue clearing through digestion of protein and lipids. The gel solution was composed of 4% (v/v) 19:1 acrylamide/bis-acrylamide (Bio-Rad, 1610144), 60 mM Tris⋅HCl pH 8 (Invitrogen, 15568-025) and 0.3 M NaCl (Boston BioProducts, R-244), supplemented with the polymerizing agents ammonium persulfate (Sigma, 09913) and TEMED (Sigma, T7024) at final concentrations of 0.03% (w/v) and 0.15% (v/v), respectively, and polymerized as previously described71. Polymerization was complete after two hours at room temperature. Next, gel-embedded coverslips were transferred to a 6-cm tissue culture dish with 2× SSC. Gel-embedded samples were treated overnight at 37 °C with digestion solution: 2% SDS (Invitrogen, AM9822), 0.25% Triton X-100 (Acros Organics, 327371000) and a 1:100 dilution of proteinase K (NEB, P8107S) in 2× SSC. After overnight digestion, samples were washed for 30 min with 2× SSC and gentle agitation.
Staining with secondary probes
We used readout probes consisting of a 20-bp oligonucleotide conjugated to a fluorophore (Alexa Fluor 488, Cy3B, Cy5 or Alexa Fluor 750) through a disulfide bond. Fluorescent conjugated probes were purchased from Bio-Synthesis. The secondary staining solution was composed of 5% ethylene carbonate (Sigma-Aldrich, E26258-100G) in 2× SSC. The secondary staining solution was supplemented by a secondary readout probe for each fluorescent colour at a final concentration of 3 nM, and with DAPI at a final concentration of 1 μM. Secondary staining was performed following the same procedure as the primary staining step, with the exception that it was done for 20 min at room temperature, covering samples with aluminium foil. After hybridization, samples were washed once with 10% ethylene carbonate in 2× SSC for 20 min with gentle agitation, and three times with 2× SSC for 5 min per wash.
Iterative smFISH imaging
Iterative smFISH imaging was performed as previously described71. Combinations of readout sequences and target mRNA species are provided in Supplementary Table 3.
smFISH image processing and analysis
To collapse z-stacks into a single two-dimensional image, maximum projection images were generated using the Nikon Elements software’s maximum projection function. After each round of FISH imaging, we took an additional image with cleaved fluorophores to capture the background signal for each channel. Because the microscope has unequal sensitivity to the five fluorophores, we also imaged each fluorophore’s flat field to capture its bias. We corrected raw FISH images by subtracting the background signal of each gene and then dividing by the flat-field bias of the conjugated fluorophore, then thresholding to 0 to correct any negative-valued pixels. Additional alignment was performed using DAPI.
Transmission electron microscopy
Duodenal samples from C57Bl/6 mice were collected and prepared as described above. One- to two-millimetre intestinal samples were fixed in 2% glutaraldehyde, 4% PFA and 2 mM CaCl2 in 0.1 M sodium cacodylate buffer, pH 7.2, at room temperature for more than one hour, dehydrated in an acetone series, post-fixed in 1% osmium tetroxide and processed for Eponate 12 (Ted Pella) embedding. Ultrathin sections (65 nm) were cut, post-stained with uranyl acetate and lead citrate and imaged in a Tecnai 12 electron microscope (FEI), operating at 120 kV and equipped with an AMT BioSprint29 digital camera (AMT Imaging). Mitochondrial quantification was performed as previously described74.
Immunoblotting
Immunoblotting was performed in mouse ES cells containing a doxycycline-inducible GFP-coupled shRNA30,33. The genotypes used were shOgdh_2081, shOgdh_346 (ref. 1) and shRen_731. Mouse ES cells were treated with doxycycline for 72 h. In brief, the supernatant was removed, and the cells were washed three times with PBS. Mouse ES cells were then lysed using RIPA lysis buffer (Sigma-Aldrich, R0278) supplemented with NaF (1 mM), Na4P2O7 (20 mM) and Na3VO4 (2 mM). The lysates were incubated for 15 min on ice and subsequently clarified by centrifugation at 4 °C and 10,000g. The protein concentration was determined using the Pierce BCA protein assay kit (23225, Thermo Fisher Scientific) following the manufacturer’s instructions. Lysates were concentrated to a final concentration of 1 mg ml−1 by boiling the appropriate amount of protein lysate with 2× Laemmli buffer (4% SDS, 20% glycerol, 10% 2-mercaptoethanol and 0.004% bromophenol blue in 0.2 M Tris-HCl, pH 7) at 90 °C for 10 min. Twenty micrograms of protein lysates were loaded onto SDS–PAGE gels and transferred to 0.2-μm nitrocellulose membranes (LI-COR Biosciences, 926-31090). The membranes were blocked with 5% blotting-grade blocker (non-fat dry milk, 170-6404, Bio-Rad) in Tris-buffered saline containing 1% Tween 20 (TBS-T) for one hour at room temperature. Then the membranes were incubated overnight at 4 °C in TBS-T with 3% sodium azide with rabbit anti-OGDH antibody (1:500, Proteintech, 15212-1-AP). After washing the membranes three times with TBS-T for 10 min each at room temperature, they were incubated with secondary anti-rabbit antibody (1:5,000, Cell Signaling, 7074S) in 1% blotting-grade blocker. The protein bands were visualized using enhanced chemiluminescence (ECL) detection reagent (Cell Signaling, 6883P3) according to the manufacturer’s instructions.
ChIP in intestinal crypts
Intestinal crypts were isolated and cross-linked for 10 min at room temperature in 1% formaldehyde. Cross-linking reactions were stopped by adding 1.25 M glycine to a final concentration of 125 mM. The crypts were then centrifuged for 10 min at 4 °C and washed in cold PBS. The cells were lysed with 1 ml lysis buffer 1 (50 mM HEPES-KOH, pH 7.5, 140 mM NaCl, 1 mM EDTA, 10% glycerol, 0.5% NP-40, 0.25% Triton X-100 and 1× protease inhibitor) followed by centrifugation at 4 °C. The pellet was resuspended in lysis buffer 2 (10 mM Tris-HCl, pH 8.0, 200 mM NaCl, 1 mM EDTA, 0.5 mM EGTA and 1× protease inhibitors). Finally, the pellets were resuspended in 1 ml lysis buffer 3 (10 mM Tris-HCl, pH 8.0, 100 mM NaCl, 1 mM EDTA, 0.5 mM N-lauroylsarcosine and 1× protease inhibitors) and 100 μl 10% Triton X-100 was added. The samples were sonicated for 10 min using an E220 Focused Ultrasonicator (Covaris, PN 500239). Samples were sonicated using milliTube 1 ml with AFA fibre (Covaris, PN 520130) under flowing conditions (140 pip, 5% duty cycle, 200 CBP). The soluble fraction was quantified using the Bradford assay, and 400 μg of the soluble fraction was used for immunoprecipitation of the transcription factors HNF4α (1 μg, Thermo Fisher Scientific, MA1-199), and SMAD4 (1 μg, Cell Signaling, 46535) with rabbit IgG (1 μg, Cell Signaling, 2729S) and mouse IgG (1 μg, Santa Cruz Biotechnology, sc-2025) used as a control. The chromatin and antibody mixtures were incubated overnight at 4 °C in a total volume of 500 μl. The immunoprecipitated mixture was then washed sequentially with a Triton dilution buffer (1% Triton X-100, 2 mM EDTA pH 8, 150 mM NaCl and 20 mM Tris-HCl pH 8.1), mixed micelle wash buffer (1% Triton X-100, 5 mM EDTA pH 8, 150 mM NaCl, 20 mM Tris-HCl pH 8.1, 5% sucrose, 0.2% NaN3 and 0.2% SDS), buffer 500 (0.1% w/v deoxycholic acid, 1 mM EDTA pH 8, 50 mM HEPES pH 7.5, 500 mM NaCl, 1% Triton X-100, 0.2% NaN3) and a LiCl wash buffer (0.5% w/v deoxycholic acid, 1 mM EDTA pH 8, 250 mM LiCl, 0.5% v/v NP-40, 10 mM Tris-HCl and 0.2% NaN3). The samples were de-cross-linked, and the DNA was extracted using phenol, chloroform and isoamyl alcohol mixtures, washed with 80% ethanol and resuspended in 200 μl TE buffer. qRT–PCR was performed using specific primers (Supplementary Table 2).
Statistical analysis and data representation
Before performing any statistical test, we tested for normal distribution using the D’Agostino–Pearson test. For continuous variables, we used the t-test, Mann–Whitney U test, one‐way ANOVA or Friedman’s test. For categorical variables, we used the chi‐squared test or Fisher’s exact test. The Mantel–Cox test was used to analyse the Kaplan–Meier survival of mice. If significant differences by one-way ANOVA were found, group-wise comparisons were done using Tukey’s multiple comparisons test. If significant differences by Friedman’s test were found, Dunn’s multiple comparisons test was used. The predictive value of Ogdh expression in enterocytes, ISCs and Paneth cells was evaluated by examining the area under the receiver operating characteristic (ROC) curve with a confidence interval of 95%. All statistical tests were considered statistically significant when P was less than 0.05. Statistical significance in figures is summarized as follows: *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001 and ****P ≤ 0.0001 between the means of a minimum of three samples. Results are expressed as mean ± s.e.m.
The immunofluorescence, H&E, other stainings and IHC data shown are representative of at least three independent mice. Quantification of immunofluorescence, H&E and other stainings was performed for more than 50 crypts or 100 villi per mouse in at least 3 independent mice. For in vitro experiments, at least three independent experiments were performed. For the in vivo experiments, at least five mice per group were used.
Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
The data supporting the findings of this study have been deposited in the Gene Expression Omnibus (GEO) under the accession number GSE293287.  Source data are provided with this paper.
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Extended data figures and tables
Extended Data Fig. 1 Characterization of OGDH expression in the gut.
a, UMAP derived from publicly available scRNA-seq data demonstrating distinct transcriptional signatures in various subpopulations of human intestinal and colonic cells. b, AddModule Score showing average expression of the TCA-cycle signature across the indicated intestinal lineages human small intestine. Each dot represents a cell. c, Dot plot showing TCA-cycle enzyme gene expression across intestinal cell types from publicly available scRNA-seq data. Colour intensity indicates expression levels and dot size indicates the percentage of positive cells in each lineage. Paneth cells were sorted as GFP-, FSC-A-high and ISCs were sorted as GFP-high from Lgr5-EGFP reporter mice. d, Single-molecule in situ fluorescence (smFISH) visualizing RNAs of the indicated TCA-cycle enzymes in intestinal tissue samples from C57Bl/6 mice. Dashed lines outline crypt structure and specific lineages within the crypt. e, Representative immunofluorescence results from intestinal tissues from Lgr5-EGFP mice showing GFP (LGR5; marking ISCs), OGDH, Lyz (Paneth cells) and ACE2 (enterocytes). f, Quantification of the percentage of OGDH-expressing cells in the indicated intestinal lineages. Each dot represents a mouse (enterocytes n = 17; ISCs n = 9; Paneth cells n = 9). g–i, Receiver operating characteristic (ROC) curve analysis assessing the sensitivity and specificity of OGDH as a marker of enterocytes (g), ISCs (h) and Paneth cells (i). Statistical analysis: data are presented as mean ± s.e.m. The box represents the interquartile range (IQR) with the median as a central line. Whiskers extend to 1.5×IQR beyond Q1 and Q3. This figure is adapted from our published patent (WO2024229094A1)50. Significance was determined by Wilcoxon test in b (see Supplementary Table 1), one-way ANOVA followed by Tukey’s HSD test in f and Wilson/Brown test in g–i. Asterisks indicate statistical significance (*P < 0.05, **P < 0.01, ***P < 0.001).
Source Data
Extended Data Fig. 2 Mitochondrial activity and TCA-cycle characterization in intestinal lineages.
a, Strategy for metabolic experiments using various ENR media to culture and differentiate intestinal progenitor organoids. b, Immunofluorescence and ABP staining in progenitor-enriched and mature organoids: ACE2 marks enterocytes; Lyz marks Paneth cells; ABP marks goblet cells. c, Hierarchical clustering dendrogram of LC–MS metabolites from intestinal organoids. d, Heat map of bioenergetic metabolites in intestinal progenitors relative to ISCs. e, LC–MS analysis of steady-state αKG and citrate levels in organoid-derived intestinal lineages. Each dot represents a replicate, generated by pooling crypts from five mice and culturing in a separate well. Data are representative of two independent experiments (n = 10 mice). f, Isotopologue tracing in organoids. g, LC–MS analysis of αKG, citrate and pyruvate labelling from 13C6-glucose or 13C5-glutamine. Levels are shown as peak area x fractional labelling (n = 3/condition). Results are representative of two independent experiments (n = 10 mice). h, Micrograph of organoids in a Seahorse plate for MitoStress and Substrate oxidation assays. Created in BioRender. Chaves-Perez, A. (2025) https://BioRender.com/0m4ci27. i–n, Oxygen consumption rate (OCR) (i,k,m,n) and spare respiratory capacity (SRC) (j,l) from substrate oxidation assays in organoid-derived intestinal lineages (n = 5). Inhibitors: Etomoxir (Eto; fatty acid oxidation), UK5099 (mitochondrial pyruvate carrier), BPTES (glutamine oxidation). o, OCR from MitoStress analysis in progenitor lineages. For i–o, data represent two independent experiments (n ≥ 3 mice/lineage). p,q, Immunofluorescence in intestinal tissues from C57Bl/6 (p) and Lgr5-EGFP (q) mice, showing lysozyme (Paneth), VDAC (mitochondria), β-catenin (membrane), and GFP (ISCs). Dashed lines delineate cells of a specific lineage. r, Quantification of VDAC intensity in ISCs, enterocytes and Paneth cells. Each dot represents an independent crypt (n = 4 mice). s, Electron microscopy images of mitochondria in various intestinal lineages from C57Bl/6 mice. Dashed lines delineate cells of a specific lineage. t, Quantification of multiple mitochondria parameters from s. Each dot represents a cell for the specified lineage. This figure is adapted from our published patent (WO2024229094A1)50. Statistical analysis: data are presented as mean ± s.e.m. Statistical significance was determined by one-way ANOVA followed by Tukey’s test in e,j,l,n,r (bottom graph) and t. OCRs were analysed using a two-way ANOVA followed by Tukey’s HSD test. Asterisks indicate statistical significance (*P < 0.05, **P < 0.01, ***P < 0.001). Abbreviations: pAbs=absorptive progenitors; C = CHIR2099; D = DAPT; ENR = EGF/Noggin/R-spondin; I = IWP2; pSec1=goblet progenitors; pSec2=Paneth progenitors; R + A=Rotenone + Antimycin A; V=Valproic acid.
Source Data
Extended Data Fig. 3 Effect of glycolysis inhibition in ISCs.
a, ATP rate assay in ISCs- and pAbs-enriched organoids showing the production of ATP through OXPHOS (MitoATP) or glycolysis (GlycoATP) in organoids. Each dot represents an independent experiment where five mice (n = 5) were pooled, and each lineage in each experiment was plated as 8 technical replicates. b, LC–MS was used to determine the steady-state level and fraction of glucose/ fructose 6-phosphate and 3-phosphoglycerate from 13C6-glucose. Glucose/ fructose 6-phosphate and 3-phosphoglycerate levels are shown as peak area in arbitrary units (a.u.) x fractional percentage of labelling with each tracer (n = 3/condition). Results are representative of 2 independent experiments. c, Experimental design for glycolysis inhibition in C57Bl/6 mice. d, H&E staining and immunofluorescence of ISCs (OLFM4+ cells) of control and 2-deoxyglucose (2-DG)-treated mice after one month of treatment. e, Quantification of mean OLFM4+ cells per crypt from (c). Each dot represents one mouse (n = 5). At least 30 crypts were analysed per mouse. f, Gene set enrichment analysis (GSEA) showing downregulation of the ISC gene signature in intestinal tissue from 2-DG–treated mice compared with control mice. g, Heat map illustrating transcription of genes in the ISC signature in intestinal tissue from control and 2-DG treated mice. Each row represents an individual mouse. This figure is adapted from our published patent (WO2024229094A1)50. Statistical significance: data represent mean ± s.e.m. Statistical significance was determined by two-tailed t-test in e. In each panel, asterisks indicate statistical significance (***P < 0.001).
Source Data
Extended Data Fig. 4 Generation of an inducible Ogdh-knockdown model.
a, Schema of engineering of TRE-shOgdh knockdown mouse model via the ‘speedy-mouse’ method (see Methods). Created in BioRender. Chaves-Perez, A. (2025) https://BioRender.com/8xmcqsn. b, GFP induction in shOgdh_346 and shOgdh_2081 mouse ES cells after a 48-h doxycycline treatment. c, qPCR quantification of Ogdh mRNA in shRenilla.713, shOgdh_346 and shOgdh_2081 mouse ES cells after the 48-h doxycycline treatment. Each dot represents an independent ES cell line (n = 3). d, Western analysis of mouse ES cells used to generate the mouse model, after the 48-hour doxycycline treatment. e, PCR showing wild-type genotype (248 bp) and knock-in genotype (300 bp). f, Representative bright-field and GFP fluorescence images of various organs from TRE-shOgdhCag-rtTA3 mice fed a normal or doxycycline (Dox) diet for 6 days. g, Representative immunofluorescent images showing OGDH in the indicated tissues on day 3 of doxycycline treatment in TRE-shOgdhrtTA3 and TRE-shRenillaCag-rtTA3 mice (n = 5). h, qPCR analysis of Spdef and Hnf4g mRNA expression in organoids derived from shRenCag-rtTA3 and TRE-shOgdhCag-rtTA3 mice, treated with either doxycycline or DM-αKG for 72 h. Each dot represents a different mouse (n = 3 mice). i, LC–MS analysis of αKG levels, depicted as fold changes in shOgdh versus pSec organoids. j, Representative immunofluorescent images of progenitor-enriched organoids from TRE-shRenCag-rtTA3, TRE-shOgdhCag-rtTA3, and DM-αKG-treated organoids, visualizing cell proliferation (Ki67) and cell death (Cl. Casp3) on day 3 of treatment. This figure is adapted from our published patent (WO2024229094A1)50. Statistical significance: data represent mean ± s.e.m. Statistical significance was determined using one-way ANOVA followed by Tukey’s HSD test in c,h,i. Asterisks denote significance (*P < 0.05, **P < 0.01, ***P < 0.001).
Source Data
Extended Data Fig. 5 Metabolic analysis after OGDH downregulation.
a, αKG and L-2HG abundance, and αKG:2HG and αKG:L-2HG ratio in progenitor- and ISCs-enriched organoids. Each dot represents an independent replicate (n = 3). b, Immunofluorescence of 5hmC in organoids derived from C57Bl/6 mice or TRE-shOgdhCag-rtTA3 mice and treated with octyl-αKG or octyl-L-2HG for 4 days. c, Quantification of 5hmC levels in the organoids from b. Each dot represents a different mouse (n ≥ 3). d, qPCR for the organoids from b, depicting RNA expression of the indicated secretory markers. Each dot represents a different mouse (n ≥ 3). e,f, Metabolite abundance in the indicated intestinal progenitors relative to ISCs and in TRE-shOgdhCag-rtTA3 organoids relative to TRE-shRenCag-rtTA3 organoids. e, TCA-cycle metabolites. f, Bioenergetics. g, Volcano plot showing the differentially abundant metabolites when OGDH is depleted in organoids, highlighting differences in metabolite levels related to bioenergetics between the two lineages. h, Experimental design for isotopologue tracing in OGDH-depleted organoids. i–k, Labelled fraction of the indicated metabolites obtained from 13C6-glucose or 13C5-glutamine in OGDH-depleted organoids. Data represent three independent replicates. To generate a replicate, crypts from 5 different mice were isolated, pooled, and then plated in triplicate in separate wells for the individual replicates. l, Schematic representation of carbon flux in OGDH-depleted organoids. m, Immunofluorescence showing OGDH and cell death (cleaved Casp3; CC3) and OGDH-depleted organoids derived from TRE-shRenCag-rtTA3 (control) or TRE-shOgdhCag-rtTA3 mice (n = 5) treated with DM-succinate for 8 days. n, Number of Cl. Casp3+ cells per organoid from m. Each dot represents an organoid. This figure is adapted from our published patent (WO2024229094A1)50. Statistical analysis: Data represent mean ± s.e.m. Statistical significance was determined using one-way ANOVA followed by Tukey’s HSD test in a,c,d,n, two-tailed t-test in i–k. Asterisks denote statistical significance (*P < 0.05, **P < 0.01, ***P < 0.001).
Source Data
Extended Data Fig. 6 HNF4 regulates Ogdh expression in enterocytes.
a, Immunofluorescent visualization of HNF4α in progenitor-enriched organoids derived from C57Bl/6 mice. The green channel was used for background. b, Schematic of potential binding sites for HNF4α in the Ogdh promoter. Positions are indicated relative to the transcriptional start site (TSS). The P value applies to both potential binding sites. c, HNF4α ChIP in isolated crypts from C57Bl/6 mice (n ≥ 4). DNA was immunoprecipitated using antibodies for HNF4α (positive binding) and SMAD4 (member of the same complex but lacking DNA-binding domains), then qPCR for the Ogdh promoter was run using 3 different primer pairs. Each dot represents a different mouse. d, HNF4α ChIP–seq data from published datasets40 showing HNF4 binding to the Ogdh promoter in human intestinal samples and crypts derived from C57Bl/6 mice. e, Design and sequence of reporter vectors containing wild-type or mutated HNF4-binding sites in the Ogdh promoter. f, Relative GFP intensity in colon cancer cell lines with wild-type or mutated HNF4-binding sites in the Ogdh promoter. Data represent three independent experiments. g, Design for generating an inducible vector with double hairpins to downregulate HNF4α and HNF4γ in mouse-derived organoids. h,i, qPCR for Ogdh (h) and the secretory markers Math1 and Defa1 (i) after Hnf4a and Hnf4g downregulation in ISC-enriched organoids. Data represent three independent replicates. To generate a replicate, crypts from 5 different mice were isolated, pooled, and then plated. Each replicate was independently transduced with the lentiviral construct and cultured in a separate well. j, Ogdh expression in intestinal crypts derived from Hnf4α/γDKO mice, along with a Venn diagram showing the overlap between HNF4α/γ-dependent genes and SMAD4-dependent genes, derived from published knockout studies. This figure is adapted from our published patent (WO2024229094A1)50. Statistical analysis: Data represent mean ± s.e.m. Statistical significance was determined using two-tailed t-test in c,i, one-way ANOVA followed by Tukey’s HSD test in h and two-way ANOVA followed by Tukey’s HSD test in f. Asterisks denote statistical significance (*P < 0.05, **P < 0.01, ***P < 0.001).
Source Data
Extended Data Fig. 7 Role of OGDH in intestinal homeostasis in vivo.
a, Experimental design. OGDH depletion in TRE-shOgdhCag-rtTA3 mice was induced in adulthood. Created in BioRender. Chaves-Perez, A. (2025) https://BioRender.com/1nvuf0r. b, qPCR analysis of Ogdh expression in TRE-shOgdhCag-rtTA3 and TRE-shRenCag-rtTA3 mice after 3 days on doxycycline. Each dot represents a different mouse (n ≥ 5). c, Kaplan–Meier survival curves of TRE-shOgdhCag-rtTA3 (n = 5) and TRE-shRenCag-rtTA3 (n = 6) mice under doxycycline treatment. d, Body weight relative to weight at baseline in TRE-shOgdhCag-rtTA3 (n = 5) and TRE-shRenCag-rtTA3 (n = 6) mice. e, Weight of food in the stomachs of TRE-shOgdhCag-rtTA3 and TRE-shRenCag-rtTA3 mice after 8 days on doxycycline. Each dot represents a different mouse (n ≥ 5). f, Experimental schematic for DM-αKG injections in adult C57Bl/6 mice. Created in BioRender. Chaves-Perez, A. (2025) https://BioRender.com/dimozin. g, Body weight relative to weight at baseline in mice treated with vehicle or DM-αKG at indicated doses. h, Kaplan–Meier analysis of survival of mice treated with DM-αKG at the indicated doses or with vehicle. i, H&E and immunofluorescence for BrdU, GFP and OGDH after 3 days on doxycycline. j, H&E and immunofluorescence for HNF4α on day 6 of doxycycline treatment. Dashed lines outline crypt structures. k,l, Quantification of BrdU (k) and Cl. Casp3 (l) levels in intestinal sections during doxycycline treatment of TRE-shRenCag-rtTA3 and TRE-shOgdhCag-rtTA3 mice. Each dot represents a crypt (n = 5 mice). m, H&E and immunofluorescence for β-catenin (Bcat), BrdU and HNF4α in mice that received 7 days of injections of DM-αKG (600 mg/kg). Dashed lines outline crypt structures. n, Representative smFISH image visualizing RNAs of various differentiation markers in intestinal crypts from TRE-shOgdhCag-rtTA3 and TRE-shRenCag-rtTA3. Dashed lines outline crypt structures and specific lineages in the intestinal epithelium. o, Immunofluorescence for BrdU, β-catenin and lysozyme (Lyz) after a 2-hour BrdU pulse in mice treated with DM-αKG-treated or vehicle. Dashed lines outline specific lineages within the crypts. p, Hyperplex immunofluorescence in colonic sections control and αKG-treated mice in steady-state conditions, showing ATOH1 (marking secretory cells), EphB2 (stem cells) and MUC2 (mature secretory cells). q, Quantification of ATOH1+/EphB2+ double-positive secretory progenitors from p. r, ABP staining in TRE-shOgdhCag-rtTA3 and TRE-shRenCag-rtTA3 mice. s, Immunofluorescence and quantification of OLFM4 intensity (arbitrary units) in TRE-shOgdhCag-rtTA3 and TRE-shRenCag-rtTA3 mice at day 4 of treatment, and in vehicle- and DM-αKG-treated mice at day 7 of treatment. Each dot represents one crypt from n ≥ 4 mice. Dashed lines outline crypt structures. This figure is adapted from our published patent (WO2024229094A1)50. Statistical analysis: Data represent mean ± s.e.m. Statistical significance was determined using a two-tailed t-test in b,e,q,s. Survival probabilities were estimated using the Kaplan–Meier method, and statistical differences between the survival curves were assessed using the log-rank (Mantel–Cox) test in c,h. Two-way ANOVA followed by Tukey’s HSD test was used in d,g. One-way ANOVA followed by Tukey’s HSD test was used in k, l. Asterisks denote statistical significance (*P < 0.05, **P < 0.01, ***P < 0.001). Schematics created with BioRender.com.
Source Data
Extended Data Fig. 8 OGDH downregulation increases secretory-lineage specification in vivo.
a, Intestine-specific expression of GFP in TRE-shRenVillin-rtTA3 mice. Representative images of GFP fluorescence of various organs from TRE-shRenCag-rtTA3 mice and TRE-shRenVillin-rtTA3 mice fed a doxycycline diet for 6 days. b, H&E, ABP staining and immunofluorescence of GFP, OGDH, Ki67, lysozyme (Lyz), and 5hmC in intestinal tissues after 5 days of doxycycline treatment in TRE-shOgdhVillin-rtTA3 and TRE-shRenillaVillin-rtTA3 mice. Dashed lines outline crypt structure. c, Design of RNA-seq experiments in isolated intestinal crypts. Created in BioRender. Chaves-Perez, A. (2025) https://BioRender.com/d8uy3en. d, Top upregulated and downregulated pathways in TRE-shOgdhCag-rtTA3 versus TRE-shRenCag-rtTA3 mice from GO analysis. e, Differential transcription in crypts from TRE-shOgdhCag-rtTA3 and DM-αKG-treated mice compared to TRE-shRenCag-rtTA3 and vehicle-treated mice respectively. The heat map shows genes associated with the secretory lineage, absorptive lineage (zone 1 and zone 2), Notch signalling pathway, and cell proliferation. Each column represents a single mouse. f, Top upregulated pathways in intestinal crypts of DM-αKG-treated versus vehicle-treated mice, derived from GO analysis. g, Heat map depicting expression of genes in the WNT pathway in crypts from TRE-shOgdhCag-rtTA3, TRE-shRenCag-rtTA3, vehicle-treated and DM-αKG-treated mice after 3 days of treatment. Each lane represents one mouse. h, Heat map depicting expression of transcription factors involved in lineage specification in crypts from TRE-shOgdhCag-rtTA3, TRE-shRenCag-rtTA3, vehicle-treated, and DM-αKG-treated mice at day 3 of treatment. i, Plot showing predicted transcription factors commonly upregulated (red dots) or downregulated (blue dots) in mice treated with TRE-shOgdhCag-rtTA3 versus DM-αKG. j, Schematic depicting the dual role of OGDH in differentiation in intestinal homeostasis. Created in BioRender. Chaves-Perez, A. (2025) https://BioRender.com/7osfp6n. This figure is adapted from our published patent (WO2024229094A1)50.
Extended Data Fig. 9 OGDH targeting as an intervention for ulcerative colitis.
a, Dot plot of RNA expression of TCA-cycle enzymes in human colon from publicly available scRNA-seq data. The plot compares non-inflamed and inflamed tissue from individuals with inflammatory bowel disease and tissue from healthy volunteers. Each column shows expression of the indicated TCA-cycle enzyme. Colour intensity indicates expression level and dot size indicates the proportion of positive cells in that lineage. b, Immunofluorescence for OGDH, Ki67 and 5hmC, along with ABP staining in TMAs of human intestinal samples from individuals with or without colitis. c,d, Quantification (c) and correlations of expression (d) of OGDH, Ki67 and ABP in normal mucosa, chronic inflammation, ulcerative colitis and Crohn’s disease, based on the TMAs shown in b. The top row shows all individuals, and the bottom row shows only those with chronic inflammation or normal mucosa. Correlation coefficients (r) were derived from Pearson correlation analysis. The lines represent the best-fit linear regression. The R² values indicate the proportion of the variance in disease severity that can be explained by the level of the particular biomarker. Each dot represents a patient. e, Representative images from multiplex immunofluorescence analysis of human TMAs, showing the immune compartment (CD45, CD3 and CD163) and the epithelial compartment (OGDH and PanCK) in healthy individuals and patients with ulcerative colitis. f,g, UMAP illustrating the diversity of cell types in healthy individuals and patients with ulcerative colitis (f) and protein distribution (g), identified through multiplex immunofluorescence analysis. Each point represents a single cell, colour-coded based on its cell-type classification or expression of the indicated protein. Distinct clusters highlight populations of cells with similar phenotypes. h, Experimental scheme of DSS-induced colitis treatment with pulsatile OGDH inhibition in mice. i, Kaplan–Meier survival curves for continuous versus pulsatile doxycycline treatment (3 days ON/4 days OFF/week) in TRE-shOgdhCag-rtTA3 mice. j, Representative images showing length of colons from TRE-shOgdhCag-rtTA3 mice on day 9 under different conditions. k,l, Colon length (k) and number of ulcers (l) at day 9 in the indicated conditions. Each dot represents an independent mouse (n ≥ 4). m, Body weight in TRE-shRenVillin-rtTA3 (n = 5) and TRE-shOgdhVillin-rtTA3 (n = 13) conditions relative to weight at baseline. n, Representative images showing the length of colons from TRE-shRenVillin-rtTA3 and TRE-shOgdhVillin-rtTA3 mice after 9 days of the indicated treatments. o,p, Colon length (o) and number of ulcers (p) in TRE-shRenVillin-rtTA3 and TRE-shOgdhVillin-rtTA3 mice at day 9. Each dot represents one mouse (n ≥ 4). q, Longitudinal analysis of faecal lipocalin 2 (LCN2) during DSS treatment in TRE-shRenVillin-rtTA3 (n = 5) and TRE-shOgdhVillin-rtTA3 mice (n = 5). Each line represents one mouse. r,s, H&E and ABP staining (r) and ABP quantification (s) of intestinal sections from TRE-shRenVillin-rtTA3 and TRE-shOgdhVillin-rtTA3 mice at day 9 of treatment. This figure is adapted from our published patent (WO2024229094A1)50. Statistical analysis: Data represent mean ± s.e.m. Statistical significance was determined using one-way ANOVA followed by Tukey’s HSD test for c,k,l,o,p,s. Survival probabilities were estimated using the Kaplan–Meier method, and statistical differences between the survival curves were assessed using the log-rank (Mantel–Cox) test in i. Two-way ANOVA followed by Tukey’s HSD test was used in m,q. Asterisks denote statistical significance (*P < 0.05, **P < 0.01, ***P < 0.001).
Source Data
Extended Data Fig. 10 αKG supplementation as an intervention for ulcerative colitis.
a, Schematic of DM-αKG supplementation as a prevention strategy for ulcerative colitis induced by DSS. b, Body weight of mice given the indicated treatments relative to weight at baseline. c, Representative images showing length of colons from mice after 9 days of the indicated treatments. d, Colon length after 9 days of the indicated treatments. Each dot represents a different mouse (n ≥ 4). e,f, Number of ulcers (e) and ABP quantification (f) after 9 days of the indicated treatments. Each dot represents a different mouse (n ≥ 4). g, ABP and H&E staining of intestinal sections after 9 days’ treatment of mice with DSS or DSS/αKG. h,i, Quantification of monocytes and granulocytes (h) and macrophages (i) by immunophenotyping in αKG prevention settings. Each dot represents a mouse (n ≥ 4). j, Longitudinal analysis of faecal LCN2 at indicated time points during DSS treatment in DSS- and DSS/αKG-treated mice. Each line represents one mouse (n ≥ 4). k, Experimental plan for DM-αKG supplementation as a treatment for DSS-induced ulcerative colitis. l–o, Colon length (l), representative images of colon length (m), numbers of ulcers (n) and ABP quantification (o) after 9 days of the indicated treatments. Each dot represents a different mouse (n ≥ 4). p,q, Quantification of monocytes and granulocytes (p) and macrophages (q) by immunophenotyping in αKG treatment settings. Each dot represents a mouse (n ≥ 4). r, Body weight as a percentage of initial weight in the Rag2−/− colitis model in the indicated conditions. s, Colon length at week 8 in the Rag2−/− colitis model under the indicated conditions. Each dot represents a different mouse (n ≥ 4). t, ABP and H&E staining of intestinal sections from Rag2−/− mice. u, Multiplex immunofluorescence of colon sections from Rag2−/− CD45Rb-high mice, with or without αKG treatment. Dashed lines outline crypt structures. This figure is adapted from our published patent (WO2024229094A1)50. Statistical analysis: Data represent mean ± s.e.m. Statistical significance was determined using one-way ANOVA followed by Tukey’s HSD test for d–f,h,i,l,n–q,s. Two-way ANOVA followed by Tukey’s HSD test was used in b,j,r. Asterisks denote statistical significance (*P < 0.05, **P < 0.01, ***P < 0.001).
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Abstract
Current approaches used to track stem cell clones through differentiation require genetic engineering1,2 or rely on sparse somatic DNA variants3,4, which limits their wide application. Here we discover that DNA methylation of a subset of CpG sites reflects cellular differentiation, whereas another subset undergoes stochastic epimutations and can serve as digital barcodes of clonal identity. We demonstrate that targeted single-cell profiling of DNA methylation5 at single-CpG resolution can accurately extract both layers of information. To that end, we develop EPI-Clone, a method for transgene-free lineage tracing at scale. Applied to mouse and human haematopoiesis, we capture hundreds of clonal differentiation trajectories across tens of individuals and 230,358 single cells. In mouse ageing, we demonstrate that myeloid bias and low output of old haematopoietic stem cells6 are restricted to a small number of expanded clones, whereas many functionally young-like clones persist in old age. In human ageing, clones with and without known driver mutations of clonal haematopoieis7 are part of a spectrum of age-related clonal expansions that display similar lineage biases. EPI-Clone enables accurate and transgene-free single-cell lineage tracing on hematopoietic cell state landscapes at scale.
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Main
Lineage tracing using genetic or physical labels has been an important tool in developmental and stem cell biology for more than a century1,2. More recently, genetic barcoding compatible with single-cell RNA sequencing (scRNA-seq) has provided information on the cellular output of hundreds of stem cell clones together with cell-state information on the stem cell itself8,9,10,11,12. Such methods require complex genetic engineering and therefore have limited applications, for example, in humans or during native ageing. Thus, methods are needed that rely on endogenous clonal markers (for example, somatic mutations) and allow tracing of various stem cell clones in parallel. Whole-genome sequencing can reconstruct cellular phylogenies3 but has limited throughput. It also lacks information about cell states, which precludes clonal tracking across cellular differentiation landscapes. Conversely, spontaneous mitochondrial DNA (mtDNA) mutations can be captured together with cell-state information by scRNA-seq or ATAC–seq4,13,14. Although mtDNA variants can be clonally informative, it is unclear whether mtDNA variants can reconstruct cellular phylogenies15,16.
Clonal signals have been identified in bulk DNA methylation data obtained from cancer and healthy tissues17,18. Somatic epimutations, defined as spontaneous but heritable losses and gains of DNA methylation, have been explored as a potential clonal label in cancer19,20. However, differentiation-associated changes in DNA methylation may mask clone-associated differences21,22. Furthermore, current single-cell DNA methylation methods23,24 suffer from data sparsity, which makes it challenging to exploit the stochasticity of epimutations at individual CpGs.
A compelling case for the use of lineage tracing is haematopoiesis, whereby, in humans, 50,000–200,000 stem cell clones generate blood throughout life3. Ageing induces clonal expansion with substantial loss of clonal diversity. In mice, much of our understanding of clonal behaviour in ageing either comes from transplantation experiments25 or mathematical modelling26, which may not recapitulate steady-state haematopoiesis or lacks the resolution of single-cell lineage analysis. In humans, literature focuses on the role of driver mutations in clonal haematopoiesis (CH), but clonal expansions without (known) drivers are common with age and are associated with an increased all-mortality risk27. So far, the lineage output of clones with or without (known) CH driver mutations have not been compared because of a lack of suitable methods.
Here we develop EPI-Clone, a method that exploits the targeted single-cell readout of DNA methylation at single-CpG resolution to track clones while providing detailed cell-state information. EPI-Clone builds on single-cell targeted analysis of the methylome (scTAM-seq), which is implemented on the Mission Bio Tapestri platform to read out methylation states of several hundred CpGs in thousands of single cells at a time, with a dropout rate of around 7%5. scTAM-seq uses a methylation-sensitive restriction enzyme to selectively digest unmethylated CpGs and thus generates sequencing reads only from methylated CpGs. We applied EPI-Clone to lineage-barcoded cells and in native human and mouse haematopoiesis to characterize the decline in clonal complexity and the functional properties of age-expanded clones in mouse and human ageing.
A DNA methylation map of haematopoiesis
We performed a series of experiments, which, for clarity, are defined as follows: scTAM-seq applied to eight different settings in mice (experiments M.1–M.8; Extended Data Fig. 1a); scTAM-seq applied to two human cohorts (A.1–A.7 and B.1–B.5); and experiments demonstrating the combination of scTAM-seq with RNA-seq and mitochondrial lineage tracing from the same cell (X.1 and X.2). An overview of all data is provided in Supplementary Table 1.
To create a ground-truth dataset of clonal identity and DNA methylation, we labelled mouse haematopoietic stem cells (HSCs) with lentiviral barcodes using the LARRY system8. Labelled HSCs were transplanted into lethally irradiated recipient mice and the mice were profiled 5 months later, a time point at which all blood populations should be reconstituted. Sorted haematopoietic stem and progenitor cells (HSPCs) from bone marrow (sorted as LIN−KIT+ (LK) cells with additional enrichment of LIN−SCA1+KIT+ (LSK) cells) were profiled by scTAM-seq (experiment M.1, the main LARRY experiment; Fig. 1a, Extended Data Fig. 1a, Supplementary Table 1 and Supplementary Fig. 1). The experiment was repeated (experiment M.2, replicate LARRY experiment) and we profiled LK and LSK bone marrow from untreated mice (experiment M.3, native haematopoiesis). Specifically, we analysed methylation of 453 CpGs that were selected as differentially or variably methylated from bulk HSPC DNA methylation data22 (Fig. 1b, Methods and Extended Data Fig. 1b,c). The LARRY barcode was read out directly from the DNA by including a LARRY-specific amplicon in our targeting panel for scTAM-seq. Finally, the expression of 20 surface proteins (Supplementary Table 2) was simultaneously profiled using oligonucleotide-tagged antibodies to obtain independent information on cellular differentiation. In summary, for experiments M.1–M.3, we profiled DNA methylation at 453 CpGs and the expression of 20 surface proteins across HSPCs. In experiments M.1 and M.2, we also profiled LARRY barcodes from the same cells.
Fig. 1: DNA methylation jointly encodes cellular differentiation and clonal identity.

a, Schematic of experiments M.1 (LARRY main experiment) and M.2 (replicate LARRY experiment). b, Overview of the 453 CpGs covered by our scTAM-seq panel in mice. Variably methylated CpGs were selected from bulk whole-genome bisulfite sequencing data22. DMC, differentially methylated CpG; IMC, intermediately methylated CpG; WSH, within-sample heterogeneity (see Extended Data Fig. 1c for definition). c, UMAP of DNA methylation data for HSPCs from experiments M.1–M.3. Batch correction was applied before UMAP. Colours highlight groups identified from unsupervised clustering. Annotations are based on d–f. d, DNA methylation UMAP as in c, highlighting the average, relative methylation state of cells across all CpGs that are methylated in HSCs or MPP3/MPP4 cells in bulk-sequencing data22. e, Enrichment analysis of TFBSs near CpGs specifically unmethylated in a cell-type cluster. See the section ‘Data integration and annotation of cell states’ in the Methods. f, Normalized surface-protein expression of SCA1, KIT, CD135, CD201, CD48 and CD150. The CD135–CD201 and CD48–CD150 plots only show LSK cells. Colour indicates cell states per c. g, UMAP of DNA methylation data from HSPCs from experiment M.1. Colour indicates cell states per c. h, Same UMAP as in g, highlighting clones as defined from LARRY barcodes. LARRY barcodes were read out from DNA as part of scTAM-seq. i, Scatter plot depicting, for n = 453 CpGs, the average methylation rate, the statistical association with surface-protein expression and the statistical association with the LARRY clonal barcode (P value from a two-sided chi-squared test). The CpGs in the upper and lower central rectangle were defined as static or dynamic CpGs, respectively. j, Bar chart depicting the percentage of static and dynamic CpGs annotated as enhancer or heterochromatin. DMC, differentially methylated cytosine; IMC, intermediately methylated cytosine; MEP, megakaryocyte–erythroid progenitor cells; WSH, within-sample heterogeneity. The scTAM-seq schematic in a was adapted from ref. 5 under a Creative Commons licence CC BY 4.0.
Source data
We applied Seurat’s default batch-correction method to integrate methylation data from 28,782 cells across the three experiments. We thereby obtained a low-dimensional embedding in which most variation was driven by differentiation along four trajectories (Fig. 1c). To annotate cell states from the DNA methylation data, we used three layers of information: (1) bulk methylation profiles (Fig. 1d and Supplementary Fig. 2a); (2) the methylation states of important lineage-specific transcription-factor-binding sites (TFBSs; Fig. 1e and Supplementary Fig. 2b); and (3) the expression of surface proteins (Fig. 1f and Supplementary Fig. 2c,d). We identified cell-state-specific demethylation of CpGs that neighboured crucial TFBSs, including GATA2 (an erythroid factor), EBF1 (a lymphoid factor) and SPI1 (a myeloid factor) (Fig. 1e and Supplementary Fig. 2b). scTAM-seq data revealed a cluster of HSCs and early multipotent progenitors (MPP1, also called short-term or active HSCs), several additional MPP subsets (MPP2, MPP3 and MPP4), myeloid, erythroid and B cell progenitors, as well as two subsets of megakaryocyte progenitors (MKPs). As we also performed scRNA-seq on different cells obtained from the same samples, we could compare low-dimensional uniform manifold approximation and projection (UMAP) generated by DNA methylation with a UMAP generated from transcriptomic data (Extended Data Fig. 2a). We observed an overall similar topology (Extended Data Fig. 2b) with the four main differentiation trajectories. Overall, through data integration of several experiments, we obtained a DNA-methylation-based map of mouse HSC differentiation at single-CpG resolution. This map contains two orders of magnitude more cells than two previous, single-cell bisulfite sequencing datasets of the haematopoietic system28,29.
DNA methylation encodes clones and cell states
Computational batch-correction methods, by definition, remove most individual-specific signals (Extended Data Fig. 2c). As clonal information is individual-specific, we computed a UMAP display of the data from experiment M.1 only. This analysis revealed that DNA methylation jointly captures two layers of information: differentiation state and clonal identity. Specifically, although cells clustered according to differentiation states (Fig. 1g), they also clustered by their clonal identity as defined through LARRY barcodes (Fig. 1h). To use this clone-specific signal for lineage tracing, we sought to determine whether clonal identity and differentiation affect different subsets of CpGs. We tested for the association of every CpG with the expression of any surface protein and thereby identified differentiation-associated, dynamic CpGs. Performing dimensionality reduction using only these dynamic CpGs (Extended Data Fig. 2d) or only the expression of surface proteins (Extended Data Fig. 2e,f) resulted in a similar landscape to that obtained by batch correction. This finding indicates that dynamic CpGs and surface antigens independently capture differentiation state well. The remaining, static CpGs were frequently associated with clonal identity, as defined through LARRY barcodes (Fig. 1i). Dynamic CpGs were enriched in enhancer elements, whereas the static CpGs were preferentially located in heterochromatic regions (Fisher test P = 2.2 × 10−5; Fig. 1j). Moreover, static CpGs were enriched in late-replicating domains (Fisher test P = 0.001; Extended Data Fig. 2g). In summary, clonal identity and differentiation state affect the methylation of different sets of CpGs in haematopoietic cells, which creates a valuable tool to read out both processes simultaneously at the single-cell level.
The EPI-Clone algorithm
We focused on exploiting static CpGs to analyse clonal identity. To this end, we developed EPI-Clone, which is divided into three steps: (1) identification of static CpGs, as described above; (2) identification of cells from expanded clones by using cell density in the DNA methylation space defined by the static CpGs; and (3) clustering of cells from the expanded clones (Fig. 2a and Methods).
Fig. 2: EPI-Clone reliably identifies clones from DNA methylation data only.

a, Schematic overview of EPI-Clone. See the main text for details. Exp, expression. b, UMAP of DNA methylation computed on static CpGs only for experiment M.1, which highlights clonal identity as defined by LARRY barcodes. Only cells carrying a LARRY barcode are shown and cells with a relative clone size (rel. size; defined using LARRY) less than 0.25% are shown in grey. c, Same UMAP as in b, but highlighting the cell states as defined in Fig. 1c. d, UMAP highlighting cells that were selected as part of expanded clones based on local density in PCA space. e, Receiver-operating characteristics curve visualizing the performance of classifying cells into expanded and non-expanded clones based on local density in PCA space spanned by the static CpGs. LARRY clone size was used as the ground truth, whereby clone sizes larger than 0.25% were considered expanded. TPR, true positive rate; FPR, false positive rate. f, Heatmap depicting the overlap between LARRY barcode and methylation-based clonal clusters identified by EPI-Clone. The row labelled with an asterisk contains all LARRY clones with a clone size less than 0.25%. g, Schematic of experiment M.5: LARRY mature immune cell experiment. h, UMAP of DNA methylation for cells from expanded clones in experiment M.5. Cells are coloured by LARRY barcode. The static CpGs identified from experiment M.1 were used. i, Same UMAP representation as in h, but highlighting the cell-state annotation as defined in Supplementary Fig. 4. Of note, most of the clones identified using EPI-Clone were specific for T cells, B cells or myeloid cells, in line with the result from LARRY (Supplementary Fig. 4d). j, ARI values between the ground-truth clonal label (LARRY) and the clones identified by EPI-Clone stratified by cell type.
Source data
Using this algorithm, expanded LARRY clones with relative clone sizes larger than 0.25% clustered separately, with no influence of cell state (Fig. 2b,c and Supplementary Fig. 3). By contrast, cells from small LARRY clones with relative sizes less than 0.25% were interspersed between clusters (Fig. 2d). EPI-Clone identified cells that belong to expanded clones on the basis of the high local density in principal component analysis (PCA) space spanned by the static CpGs (Fig. 2b,d). EPI-Clone correctly identified cells from expanded clones with an area under the receiver operating characteristic curve (AUC) of 0.79 when using the LARRY clone sizes as ground truth (Fig. 2e). Subsequently, EPI-Clone clustered cells from expanded clones by clonal identity, achieving an adjusted rand index (ARI) of 0.88 relative to ground-truth LARRY barcodes (Fig. 2f). Quantitatively and qualitatively similar results were obtained from a biological replicate that used the same parameters and cut-off values in the EPI-Clone analysis (Extended Data Fig. 3; AUC = 0.68, ARI = 0.82). These results demonstrate that epimutational clonal signals are stably maintained in blood stem and progenitor cells over long periods of time (5 months from transplant to analysis).
We next asked whether EPI-Clone can determine clonal identity in mature immune cells. To that end, we collected mature immune (lymphoid and myeloid) cells from bone marrow and spleen (experiment M.5; Fig. 2g, Supplementary Table 1 and Supplementary Fig. 4) and profiled surface-antigen expression and DNA methylation at the same CpGs as in experiments M.1–M.3. Using the static CpGs defined from experiment M.1, EPI-Clone again produced clonal clustering that recapitulated ground-truth clonal labels (Fig. 2h). We separately computed ARI values between EPI-Clone results and LARRY barcodes. ARI values were higher than 0.7 for monocytes, neutrophils, other myeloid cells, CD8+ T cells and one B cell subset, higher than 0.4 for CD4+ T cells and low for macrophages and a second B cell subset (Fig. 2i,j). Most T cells and B cells belonged to lymphoid-dominated (LARRY and EPI-Clone) clones (Fig. 2i and Supplementary Fig. 4d), which implicated an origin in lymphoid-biased or restricted progenitors30. In a separate experiment (M.4), we profiled mature myeloid cells from lung, bone marrow and peripheral blood, and found that myeloid cell types, except macrophages, retained this clonal mark also outside of the bone marrow (Extended Data Fig. 4). These results show that clonal information encoded in the DNA methylation state is maintained in most lineages until terminal differentiation and 10 months after the lentiviral labelling event (Discussion).
Finally, we asked whether EPI-Clone can be applied to tissues other than blood. We used the same CpG panel to sorted endothelial cells (ECs) from lung of an aged mouse. ECs share a common developmental origin with blood (experiment M.6; Extended Data Fig. 5a). Using the dynamic CpGs defined in haematopoiesis and CD31, SCA1 and podoplanin protein-expression information, we identified two previously described types of capillaries and lymphatic ECs31 (Extended Data Fig. 5b–f). Using the same set of static CpGs as in haematopoiesis, EPI-Clone revealed cell-state-independent, yet statistically supported, clusters containing all three cell types (Extended Data Fig. 5g,h). We conclude that a similar set of static and dynamic CpGs defines clones and differentiation states, respectively, in endothelia and haematopoiesis (Extended Data Fig. 5i).
In summary, DNA methylation patterns at static CpGs constitute a broadly applicable clonal barcode.
HSC-expanded clones in mouse ageing
EPI-Clone can provide joint information on the cell state of progenitors, clonal identity and clonally derived progeny. Therefore, it is an ideal method to characterize the clonal dynamics of native (unperturbed) haematopoiesis. In contrast to the transplantation setting, native haematopoiesis has been described as polyclonal32,33, whereby several thousand clones contribute to blood formation. To investigate whether EPI-Clone also identifies clones in native haematopoiesis, we applied it to bone marrow samples from two untreated, young mice (experiment M.7, 12 weeks old; Supplementary Fig. 5a). Approximately 50% of cells were part of large clones (defined as a relative size larger than 1%) that individually made up 1–4% of total HSPCs (Fig. 3a,c). These clone sizes are in line with a study that genetically barcoded adult haematopoietic clones in situ33 (Fig. 3c). The remaining cells were classified as belonging to small and non-expanded clones. A limitation of EPI-Clone is that only cells belonging to expanded clones can be assigned to their clone of origin. Cells belonging to very small clones (<0.25% of cells after transplant and <1% in native haematopoiesis) could be identified as not belonging to expanded clones, but their clonal identity could not be inferred with the cell numbers used here.
Fig. 3: HSC-expanded clones emerge during mouse ageing.

a, DNA methylation UMAP based on the static CpGs for a native, young (12 weeks old) mouse from experiment M.7. b, DNA methylation UMAP based on the static CpGs for an old mouse (100 weeks old). In a and b, three outlier clusters with size <1% were removed to improve visualization. c, Comparison of clone sizes for old and young mice (two biological replicates), and a young mouse from a previous study33. Clones with a relative size less than 1% are shown in grey. d, Comparison of HSC/MPP1 output and myeloid output for the 20 clones with the highest HSC/myeloid output between young and old mice (2 replicates). e, Bubble plot visualizing the frequency of HSC/MPP1 cells per clone for old and young mice. f, Differentiation UMAP defined on the basis of dynamic CpGs, highlighting example clones with different behaviour for old and young mice. For a, b, e and f, data from replicate 1 is shown, see Supplementary Fig. 7 for replicate 2. g, Comparison of the ratio between lymphoid and myeloid output per clone identified using EPI-Clone. P values calculated using two-sided Wilcoxon tests. h, Experimental design for the transplantation experiment (M.8). i,j, Boxplots of post-transplant clone sizes, comparing clones with different pre-transplant differentiation bias calculated as the ratio of mature versus immature cells per clone (i) and different pre-transplant immature clone sizes (j). Tertile T1 has the lowest mature output (i) and smallest clone size (j). k, Boxplot showing the distribution of pairwise cosine observed (Obs.) versus expected (Exp.) distances (before and after transplant) computed using the cell-type distribution of each clone. Observed data are compared with a null model created by randomly shuffling the clonal identities of post-transplant clones (1,000 times). P values of i–k are from two-sided Wilcoxon tests. For d,e,g and i–k, see the section ‘Data visualization’ in the Methods for a definition of boxplot elements and further detail. The scTAM-seq schematic in h was adapted from ref. 5 under a Creative Commons licence CC BY 4.0.
Source data
We next applied EPI-Clone to study ageing by comparing the data from young mice (12 weeks old) to 100-week-old mice in two biological replicates (experiment M.7; Fig. 3b and Supplementary Fig. 5a). We observed weak shifts in cell-type proportions between the young and the old mice, a result that confirmed previous observations34 (Supplementary Fig. 5b–e). When comparing the EPI-Clone result, we observed more expanded clones in the old mice than in the young mice (Fig. 3c and Supplementary Figs. 6 and 7). Expanded clones in the old mice were individually also larger than in the young mice (Fig. 3c; two-sided Wilcoxon test P = 0.012). This gradual loss of clonality with age resembles certain properties of human HSC ageing (see below).
Next, we measured the distribution of cell types for each clone across the various stem and progenitor clusters. In the old mice, we observed several expanded clones that contained mostly HSCs across both of our replicates (Fig. 3d–f and Supplementary Fig. 7d,e; Kolmogorov–Smirnov test P < 0.05), which were not present in the young mice. These HSC-expanded clones contained large numbers of stem cells apparently incapable of proceeding with differentiation and contained little progeny. Old mice showed a moderate increase in the number of myeloid-biased clones, which was in contrast to results from classical transplantation experiments35,36,37,38 (Fig. 3d and Supplementary Figs. 6 and 7). However, the rare HSC-expanded clones were mostly myeloid-biased (Fig. 3g; Wilcoxon test P = 0.01 (replicate 1) and P = 0.076 (replicate 2)).
To determine the long-term stability of the HSC-expanded clonal behaviour, we performed a transplantation assay using an aged donor mouse. We used EPI-Clone to compare the clonal composition of the haematopoietic system in the native state (before transplant) and after transplant, and used LARRY barcoding as an additional control during transplantation (experiment M.8; Fig. 3h and Extended Data Fig. 6a). Clonal identities defined using EPI-Clone remained stable during transplantation (Extended Data Fig. 6b–e). HSCs with abundant progeny before transplant showed poor engraftment, a result in line with serial transplantation studies using lentiviral barcoding8,33 (Fig. 3i and Extended Data Fig. 6f). Notably, HSC-expanded clones also engrafted poorly, and we identified non-expanded HSCs as the major drivers of transplantation haematopoiesis (Fig. 3j). Clones with quantifiable output before and after transplant showed a stable lineage bias that was inherited after transplantation (Fig. 3k and Extended Data Fig. 6g).
In summary, our data demonstrate age-related loss of clonal complexity in mouse ageing that is accompanied by an emergence of HSC-expanded clones with low engraftment capacity. We propose that these rare but expanded clones drive the increase in stem cell number and decrease in output that had typically been associated with aged haematopoiesis in transplantation studies39,40,41 and in Cre-lox-based native lineage-tracing studies42. Our transplant data support the idea that HSCs that do not expand with age persist and drive regeneration.
EPI-Clone in human bone marrow
To relate these results to human ageing, we next adapted EPI-Clone for use on human samples. We designed a panel that targeted 448 CpGs with variable methylation between or within blood progenitor populations (Methods and Extended Data Fig. 7a,b). We also included 147 genomic regions commonly mutated in CH and 20 regions that targeted chromosome Y to serve as a partial ground truth for clones identified by EPI-Clone.
We collected CD34+-enriched total bone marrow (TBM) samples from seven donors of different ages (donors A.1–A.7). We also assembled a dataset of CD34+ cells from bone marrow from nine donors (donors B.1–B.5 and X.1, and donors A.1, A.3 and A.4, for whom >1,000 CD34+ cells had been captured from TBM) (Fig. 4a and Supplementary Table 1). Three of the TBM donors had previously been characterized for CH mutations43, and we de novo identified CH mutations or loss of the Y chromosome (LoY) for four additional donors from scTAM-seq data (Methods). In total, we identified ten CH mutations and one LoY event in our cohort. Samples were stained with an antibody panel targeting 45 surface proteins to provide phenotypic characterization. Across all donors, we profiled 135,432 single cells using scTAM-seq.
Fig. 4: EPI-Clone identifies expanded clones with and without CH mutations in human samples.

a, Summary of donor characteristics (Supplementary Table 1). Dots connected by dashed lines denote samples that were analysed as part of the TBM and the CD34+ dataset. b, Integrated UMAP of dynamic CpG and surface-protein data for all donors from the TBM and CD34+ datasets. Cell states were annotated based on the expression of surface proteins (Extended Data Fig. 7c–e). c, UMAPs computed per donor on a consensus set of static CpGs, highlighting cells containing the specified CH mutations. See Extended Data Fig. 7f–h and Methods for how consensus static CpGs were identified. The donors are sorted by increasing age. d, UMAPs as in c, highlighting clones identified using EPI-Clone. e, Scatter plot displaying the percentage of cells from each identified clone displaying CH mutations. The identified clones (x axis) are sorted by size. Dots in colours correspond to the clones dominated by a CH mutation, see c for colour scheme. f,g, Scatter plot relating donor age (f) and the presence of GMPs (g) to the number of clones identified by EPI-Clone in the TBM cohort and CD34+ cohort, respectively. P value calculated with a two-sided t-test computed from a generalized linear model of the Poisson family, using the number of cells observed as a weight. Dot size denotes the number of cells analysed (see b for a scale). h, Boxplot depicting clone sizes stratified into clones carrying CH mutations and clones for which no CH mutation was identified. See the section ‘Data visualization’ in the Methods for a definition of boxplot elements.
Source data
We followed the same analytical strategy as for the mouse experiments, but with minor adaptations (Methods). Specifically, we detected expanded clones using a statistical criterion (CHOIR44; Extended Data Fig. 3g), and we identified cell types and differentiation states using a combination of both dynamic CpGs and surface proteins (Fig. 4b and Extended Data Fig. 7c–e). We then used all myeloid cells to identify a consensus set of static CpGs across individuals (Extended Data Fig. 7f–h). To assess the fidelity of static CpGs to identify clones, we exploited the CH mutations and LoY events as a clonal ground-truth. CH clones clustered together in static CpG UMAPs in all cases (Fig. 4c and Extended Data Fig. 8a). EPI-Clone recapitulated the CH clones in all donors except A.5, which was covered with substantially fewer cells than the rest of the TBM cohort (Fig. 4d,e and Extended Data Fig. 8b). Quantitatively, the epimutational clones dominated by CH mutant cells were on average 78.8% mutant and those dominated by wild-type cells were on average 95.4% wild-type (Fig. 4e). These numbers probably underestimate the true overlap between the identified clones and CH clones owing to allelic dropout of CH mutations. We observed a stronger separation of clones identified using our algorithm and better overlap with CH mutations in older donors than in young donors. This result suggests that EPI-Clone most accurately identifies clones in haematopoietic systems of reduced clonal complexity. Besides the CH clones, EPI-Clone identified a total of 67 other clonal expansions in the seven TBM donors, a result that highlights the capacity of this algorithm to recapitulate clonal expansions driven by known and unknown drivers.
We included natural killer (NK) cells and immature B cells in our analysis and used CH mutations to validate that these cells also clustered by clone (Extended Data Fig. 8c,d). When T cells and mature B cells were included, they associated with lymphoid-dominant clusters, a finding in line with the results from mice (Fig. 2i and Extended Data Fig. 8e) and indicating their distinct clonal origins compared with the other cells. In donor A.4, in whom a large CH clone contributed to T cells, mutant T cells clustered with the remaining CH-derived cells (Extended Data Fig. 8e). Together with the results from the mouse LARRY experiment, this finding constitutes evidence that the identified clones remain stable from HSCs to myeloid, T cells, NK cells and immature B cells.
To establish a conservative estimate for a minimum clone size of EPI-Clone in humans, we determined the smallest CH clone identified using this method. The clone DNMT3A(C666Y) in donor A.4 had 145 cells or a relative size of 1% in the myeloid compartment. Furthermore, we observed that several large CH clones (for example, DNMT3A(R659H) in donor A.4; Fig. 4d and Supplementary Fig. 8) had diversified into two clones with a similar but distinguishable static CpG profile. This result suggests that over decades, epimutations can continue to accrue phylogenetic information. In conclusion, these analyses demonstrate the ability of EPI-Clone to identify expanded haematopoietic clones of a wide range of sizes in human bone marrow and blood.
Clonal expansions in human ageing
We leveraged the ability of EPI-Clone to trace both CH clones, which are well characterized in humans28,43, and clones without known driver mutations (non-CH clones) to functionally compare these two types of clonal expansions in our TBM and CD34+ cohorts. Owing to their putatively distinct clonal origins, we excluded T cells and mature B cells from this analysis. As expected3, in the TBM cohort, we observed an age-dependent accumulation of expanded CH and non-CH clones (Fig. 4f). Notably, in the CD34+ cohort, which was mostly sampled from individuals aged 50–60 years, we identified a correlation between the fraction of granulocyte–macrophage progenitors (GMPs) in the sample and the accumulation of expanded clones (Fig. 4g), which suggested that cues that enhance myelopoiesis also lead to more clonal expansions.
CH clones tended to be more expanded than non-CH clones, but were not always among the largest ones (Fig. 4h). Expanded clones were significantly depleted (compared with cells from non-expanded clones) from the B cell and erythroid lineages (Fig. 5a,b and Extended Data Fig. 8f), which implicated a link between myelopoiesis and expansion even for non-CH clones. Compared with non-CH clones, CH clones were significantly enriched in HSCs and MPPs but depleted from the B cell and erythroid lineages (Fig. 5b and Extended Data Fig. 8f,g). These results highlight a stem-cell bias in age-expanded clones that is conserved across mice and humans, and they support a model whereby CH clones are part of a spectrum of such age-expanded clones.
Fig. 5: CH clones are part of a spectrum of age-related clonal expansions.

a, Scatter plot depicting the fraction of immature B cells per clone relative to the fraction of immature B cells in non-expanded clones from the same patient. Grey dots are clones with no known driver mutation, dots in colour are clones with a CH mutation (see Fig. 4c for the colour scheme). b, Dot plot depicting P values for enrichments and depletion of cell types in expanded versus non-expanded and CH versus non-CH clones. For this analysis, cell-type composition of clones (for example, the percentage of clone CD34+) were transformed using a logit transform and P values were computed using a mixed-effect model, using donor as a random effect and clone type (expanded or non-expanded or CH or non-CH) as a fixed effect (Extended Data Fig. 8f,g). c, Schematic of the scTAMARA-seq protocol (for the X.1 experiment; Extended Data Fig. 9). d, Clones discovered using EPI-Clone were identified on CD34+ cells from donor X.1 using DNA methylation data. Subsequently, genes with differential expression between clones and correlation with the percentage of HSC/MPPs in the clone were identified. Adjusted P values were calculated using two-sided tests for Pearson correlation, adjusted for multiple testing. e, Schematic of experiment X.2 (scTAMito-seq; Extended Data Fig. 10). f, Scatter plot depicting the presence of six mitochondrial variants in the different clones identified using EPI-Clone from X.2. Cells were scored as positive for the variant if at least 5% of reads supported the variant. The enrichment of variants in the identified clones was determined by a two-sided binomial test. The identified clones were classified as B cell, T cell or NK cell clones if at least 80% of cells were from a single lineage or as multilineage clones otherwise. g, Like f, but for the mt:7076A>G variant.
Source data
To resolve transcriptional differences between clones in the HSC and MPP (HSC/MPP) compartment, we added targeted RNA-seq to the scTAM-seq protocol (single-cell targeted analysis of the methylome and RNA (scTAMARA-seq); Fig. 5c and Extended Data Fig. 9a). To that end, we combined SDR-seq45, a recently described targeted RNA-seq protocol for Mission Bio Tapestri, with scTAM-seq. We profiled one of the CD34+ bone marrow samples (X.1) and obtained high-quality DNA methylation and RNA-seq data from 2,745 cells (Extended Data Fig. 9b–e). scRNA-seq data confirmed the accuracy of DNA-methylation-based cell-state annotation and showed an increased resolution of transcriptomic data at the level of erythromyeloid progenitors (Extended Data Fig. 9f,g). We then investigated the gene-expression pattern of distinct clones. HSC/MPP-biased clones expressed low levels of TAL1, SLC40A1 and CDC45 at the HSC/MPP level and high levels of CEBPA, which suggested that clonal fate biases are correlated with gene-expression changes at early stem and progenitor states (Fig. 5d). These results further demonstrate the compatibility of EPI-Clone with targeted RNA-seq from the same cell.
EPI-Clone and mitochondrial variants
In the field, there is controversy regarding the potential of other somatic events, in particular low-heteroplasmy mtDNA variants, for lineage tracing14,15,16. To perform a direct experimental comparison, we used EPI-Clone to analyse peripheral blood from a 38-year-old healthy donor (X.2) that had previously been characterized by a state-of-the-art single-cell mitochondrial lineage tracing method, mt-scATAC-seq13,46. We identified 44 clones from this sample, which displayed prominent clonal expansions of NK cells and T cells (Extended Data Fig. 10a). By including a mitochondrial targeting panel into scTAM-seq, we achieved a median coverage of 176 reads per cell on the mitochondrial genome (Fig. 5e and Extended Data Fig. 10b,c). Of the 23 mtDNA variants previously identified46 (Supplementary Table 3) in this donor and covered in scTAM-seq, 5 had clear phylogenetic relationships with the clones identified using EPI-Clone. That is, they were either subclones of single clones or were parental to several of the identified clones (Fig. 5f), and one variant was observed in two clones. A highly abundant variant (mt:7076A>G) was strongly enriched or depleted in 17 T cell or NK cell clones identified using EPI-Clone, but was observed in approximately 50% of cells of the remaining, mostly multilineage or B cell, clones identified (Fig. 5g). This variant was probably present before epimutational patterns were established and repeatedly underwent selection throughout development and adulthood. Therefore, T cell clones with a recent history of expansion may or may not carry the variant, whereas multilineage clones that expanded before selection of the variant contain a mix of mutant and wild-type cells. Finally, the remaining 16 low-heteroplasmy mitochondrial variants did not segregate with clones identified using EPI-Clone (Extended Data Fig. 10d,e). These findings are in line with a recent report15 observing that only some observed mitochondrial variants carry phylogenetic information, and illustrate the complexity of mitochondrial genetics, for which selection of variants can happen repeatedly during differentiation46. These results also provide additional orthogonal validation of the value of EPI-Clone outside the setting of CH.
Discussion
In summary, DNA methylation at a few hundred CpGs is sufficient to simultaneously identify clones and cell states of haematopoietic cells and ECs, whereas individual CpGs are either informative of cell states or clones. Somatic epimutations seem to be a stable, long-term lineage tracer. Indeed, 5–10 months had elapsed between introduction of the ground-truth clonal label and collection of cells after transplantation. In humans, previous studies have indicated that decades pass between the initial acquisition of CH or LoY and the observation of expanded clones in age3.
This result raises the question of where and how clonal epimutations arise. We found that they randomly occur but remain stable over many cell divisions. Moreover, their numbers do not increase during differentiation (Supplementary Fig. 9a) and they are enriched for heterochromatic and late-replicating domains. We propose that some developmental events that are characterized by rapid cellular proliferation and/or a remodelling of the DNA methylome, such as the specification of HSCs47, essentially randomize the methylation state of CpGs in heterochromatic and late-replicating regions. A potential explanation of this effect is that in rapidly dividing cells, DNMT1 may not act sufficiently to copy the DNA methylation state to the nascent DNA strand (Supplementary Fig. 9b). Consistent with this idea, a recent study of bulk methylome profiles from blood cells in monozygotic twins suggested that clone-associated variation of the methylome may be established during embryonic development48. In the case of some large CH clones, we observed additional diversification of epimutational patterns.
We therefore propose that variably methylated CpGs in non-regulatory genomic regions can act as a digital barcode of clonal origin. The digital and stochastic nature of epimutations makes single-cell methods that are capable of mapping the methylation state of single CpGs at high confidence, such as scTAM-seq, a powerful tool for lineage tracing. While this article was under review, a method termed MethylTree49 demonstrated identification of clonal identity from sparse whole-genome, single-cell DNA methylation data. Compared with MethylTree, our approach is more scalable, less expensive and less computationally intense. Conversely, scTAM-seq requires the design of a species-specific targeting panel.
The robustness of EPI-Clone is best evidenced by its capacity to identify high-resolution clonal patterns in native haematopoiesis. We demonstrated that both native human and mouse haematopoiesis shifts from highly polyclonal to oligoclonal blood production, and we investigated clone function in these two species using a coherent, unified method. Expanded clones in mice tended to be more numerous, but individually smaller, and poorly contribute to haematopoiesis in transplants. This observation seems to be in line with the larger and more polyclonal stem cell compartment in humans, but a much longer period of clonal selection and drift. In our human data, oligoclonal blood production became detectable at an age of around 50 years and manifested itself as an inevitable and potentially clock-like process after the age of 60 years.
Our data further put CH mutations into a perspective with clonal expansions without known drivers. That is, CH clones are more strongly biased towards the myeloid lineage and towards an expansion of stem cells, but together with non-CH clones form part of a spectrum of age-related clonal expansions that display similar functional properties. In aged mice, we similarly detected large HSC-expanded clones that had reduced regenerative capacity. Together with recent transplantation studies of human HSCs50, this result suggests that there is conservation of the processes that drive haematopoietic ageing and decline in clonal complexity, and it highlights that CH mutations might not be the main driver of this process. Epidemiological studies have demonstrated an increased mortality risk in carriers of driver-free expanded clones27. These results call for a broader investigation of age-related decline in clonality instead of a strict focus on CH.
Methods
Methods summary
An overview of all experiments performed for this study is included in Extended Data Fig. 1a and Supplementary Table 1. For the mouse experiments with an available ground truth from the LARRY lentiviral barcoding system (experiments M.1, M.2, M.4, M.5), LARRY barcoding vectors were constructed and lentiviruses were produced (see the section ‘Lentiviral barcoding using the LARRY system’). Stem cells were then collected from mice, transduced with the LARRY lentiviruses and transplanted, and different cellular compartments were collected 5–10 months later for profiling by scTAM-seq (see the section ‘Experimental procedures (mouse study)’). Additional experiments were performed on biological material from non-treated mice of different ages (experiments M.3 and M.6–M.8; see the section ‘Experimental procedures (mouse study)’). For the human study, primary bone marrow samples were analysed (see the section ‘Experimental procedures (human study)’).
All biological material was analysed by scTAM-seq5 (see the section ‘Single-cell DNA methylation profiling with scTAM-seq’). scTAM-seq is a targeted method for DNA methylation analysis based on the Mission Bio Tapestri platform. Specifically, up to 1,000 amplicons 200–400 base pairs in length are amplified from the genomes of single cells. Before this amplification step, scTAM-seq includes a digestion step with a methylation-sensitive restriction enzyme, HhaI. Therefore, CpG dinucleotides in HhaI sites are only effectively amplified if methylated. The selection of the target amplicons comprising individual CpGs is a crucial step in this protocol (see the sections ‘Mouse panel design for scTAM-seq’ and ‘Human panel design for scTAM-seq’). Relevant genetic information (LARRY barcodes or CH mutations) can be read out from gDNA by scTAM-seq in the same cells, specifically by covering these regions with amplicons not containing HhaI cut sites. Surface-antigen expression was read out through the inclusion of oligonucleotide-barcoded antibodies in the protocol. We also included dedicated experiments demonstrating the combination of scTAM-seq with RNA-seq from the same single cell (experiment X.1, see the section ‘Combined profiling of DNA methylation and RNA in the same cell’) or mitochondrial genome sequencing (experiment X.2, see the section ‘Combined profiling of DNA methylation and mitochondrial variants’).
Key steps in the data analyses (see the section ‘Bioinformatic analysis (mouse)’) were to define cell states through data integration and subsequently to identify clones using the EPI-Clone algorithm. This algorithm first identifies CpGs with no surface-antigen association as potentially clone-associated or ‘static’ CpGs, and subsequently performs clustering and dimensionality reduction exclusively on these CpGs (see the section ‘EPI-Clone’). For the analyses of the human data, the same overall strategy was used. Additional steps and adjustments included mutation calling and definition of a consensus set of static CpGs across donors (see the section ‘Bioinformatic analysis (human)’).
A detailed protocol for performing scTAM-seq for clonal tracing with EPI-Clone is available from protocols.io51.
Lentiviral barcoding using the LARRY system
Construction of lentiviral pLARRY vectors
Barcode libraries were constructed according to a previously established protocol (https://www.protocols.io/view/barcode-plasmid-library-cloning-4hggt3w). First, the T-Sapphire or eGFP coding sequences and the EF1a promoter sequence were PCR-amplified from pEB1-T-Sapphire and pLARRY-eGFP with primers homologous to the vector insertion site in a custom lentiviral plasmid backbone (Vectorbuilder) using Gibson assembly (Gibson assembly master mix, NEB, E2611L). After magnetic bead purification, ligated vectors were transformed into NEB10-beta electroporation ultracompetent Escherichia coli cells (NEB 10-beta electrocompetent E. coli, NEB, C3020K) and grown overnight on LB plates supplemented with 50 μg ml–1 carbenicillin (carbenicillin disodium salt, Thermo Scientific Chemicals, 11568616). Colonies were scraped using LB medium and pelleted by centrifugation. Plasmid maxipreps were performed using an Endotoxin-Free Plasmid Maxi kit (Macheray Nagel), following the manufacturer’s protocol. pEB1-T-Sapphire was a gift from P. Cluzel (Addgene plasmid 103977). pLARRY-eGFP was a gift from F. Camargo (Addgene plasmid 140025).
Barcode lentivirus library generation and diversity estimation
To barcode pLARRY plasmids and generate a library, a spacer sequence flanked by EcoRV restriction sites was cloned into the plasmid after the WPRE element of the vector. Custom PAGE-purified single-strand oligonucleotides with a pattern of 20 random-bases (GTTCCANNNNTGNNNNCANNNNGTNNNNAGNNNN) and surrounded by 25 nucleotides homologous to the vector insertion site were synthesized by IDT DNA Technologies. The assembly of these components and subsequent purification steps were carried out through Gibson assembly (Gibson assembly master mix, NEB, E2611L). Six electroporations of the bead-purified ligations were performed into NEB10-beta E. coli cells (NEB 10-beta electrocompetent E. coli, New England Biolabs, C3020K) using a Gene Pulser electroporator (Bio-Rad). After transformation, the cells were incubated at 37 °C for 1 h at 220 r.p.m. After incubation, the transformed cells were plated in six large LB–ampicillin agar plates overnight at 30 °C. Colonies from all six plates were collected by scraping with LB–ampicillin and then grown for an additional 2 h at 225 r.p.m. and 30 °C. Cultures were pelleted by centrifugation, and plasmids were isolated using an Endotoxin-Free Plasmid Maxi kit (Macheray-Nagel), following the manufacturer’s protocol.
For estimating diversity, LARRY barcode amplicon libraries were prepared by PCR amplification of the lentiviral library maxiprep using flanking oligonucleotides carrying TruSeq read1 and read2 adaptors using 10 ng of the library (Supplementary Table 4). We used the minimal number of cycles that we could detect by quantitative PCR to avoid PCR amplification bias (10–12 cycles). After bead purification, 10 ng of the first PCR product was used as a template for a second PCR to add Illumina P5 and P7 adaptors and indexes (Supplementary Table 4). Two independent PCRs were sequenced on an Illumina NovaSeq 6000 S4 platform (Novogene) to confirm diversity after correction of errors through collapsing with a Hamming distance of 4. After collapsing, libraries were confirmed to contain at least 50 million different barcodes, with enough diversity for uniquely labelling up to 100,000 HSCs with a minimal false-positive rate.
Lentivirus production and barcode labelling
Lentivirus production and HSPC transduction were performed as previously described8.
Experimental procedures (mouse study)
Mice and animal guidelines
All procedures involving animals adhered to the pertinent regulations and guidelines. Approval and oversight for all protocols and strains of mice were granted by the Institutional Review Board and the Institutional Animal Care and Use Committee at Parque Científico de Barcelona under protocols CEEA-PCB-22-001-ARF-P1 and CEEA-PCB-22-002-ARF-P2. The study followed all relevant ethical regulations. CD45.1 (CD45.1, B6.SJL-Ptprca Pep3b/BoyJ, 002014, The Jackson Laboratory) mice were used as transplantation recipients for CD45.2 (BL6/J) donor cells. Mice were kept under specific-pathogen-free conditions for all experiments. We used 12–100-week-old male and female mice for our experiments. Neither randomization nor blinding was used. Experiments were performed with one or two biological replicates of mice, and no statistical methods were used for sample size choice. To minimize distress, euthanasia was performed by administering isoflurane inhalation, followed by cervical dislocation to ensure the animals were fully deceased.
LARRY lentiviral barcoding and transplantation
Following euthanasia, bone marrow was collected from the femur, tibia, pelvis and sternum through mechanical crushing, ensuring the retrieval of most of the cells. The collected bone marrow cells were then sieved through a 40 μm strainer and cleansed with a cold ‘Easy Sep’ buffer containing PBS, 2% FBS, 1 mM EDTA and penicillin–streptomycin followed by lysis of red blood cells using RBC lysis buffer (BioLegend, 420302). At first, mature lineage cells were selectively depleted using a Lineage Cell Depletion kit, mouse (Miltenyi Biotec, 130-110-470), and the resulting LIN– (lineage-negative) fraction was then enriched for KIT expression using CD117 MicroBeads (Miltenyi Biotec, 130-091-224). These KIT-enriched cells were washed, blocked with FcX and stained with the following fluorescently labelled antibodies: APC anti-mouse CD117, clone ACK2 (BioLegend, 105812); PE/Cy7 anti-mouse Ly6a (SCA1) (BioLegend, 108114); Pacific Blue anti-mouse Lineage cocktail (BioLegend, 133310); PE anti-mouse CD201 (EPCR) (BioLegend, 141504); PE/Cy5 anti-mouse CD150 (SLAM) (BioLegend, 115912); and APC/Cy7 anti-mouse CD48 (BioLegend, 103432). For transplants, EPCR+LIN–SCA1+KIT+CD48–CD150+ HSCs were sorted by FACS with a BD FACSAria Fusion with a 70 µm nozzle.
In vitro cultures of HSCs were done under self-renewing F12-PVA-based conditions as previously described52. To culture HSCs, 96-well flat-bottom plates from Thermo Scientific were coated with a layer of 100 ng ml–1 fibronectin (bovine fibronectin protein, 1030-FN) for 30 min at room temperature. After the sorting process, HSCs were transferred into 200 µl complete HSC medium supplemented with 100 ng ml–1 recombinant mouse TPO (PeproTech Recombinant Murine TPO, 315-14) and 10 ng ml–1 recombinant mouse SCF (PeproTech Recombinant Murine SCF, 250-03) and grown at 37 °C with 5% CO2. During lentiviral library transduction, the first medium change took place 24 h after transduction. Three days after labelling, the cultured HSCs were collected and subsequently transplanted into conditioned CD45.1 mice. The CD45.1 recipient mouse was preconditioned with a lethal X-ray radiation dose, administered as two separate sessions amounting to 5 Gy each, with a 4-h interval between them. To assess the engraftment of donor cells, the percentage of CD45.2+ peripheral blood leukocytes (and the percentage of fluorescent-protein-labelled cells) was determined. All mice demonstrated stable long-term engraftment until the experimental end point. Engraftment analysis, along with the measurement of labelling frequency, was carried out using BD FACS Fusion.
Collection of cells for single-cell characterization
In all single-cell experiments, unless described otherwise in the subsequent sections, transplanted or untreated mice were euthanized at specified ages and time points after transplant, and a KIT-enriched cell fraction was isolated from the femur, tibia, pelvis and sternum, per the protocol described above. This KIT-enriched cell population was stained with FcX block to prevent nonspecific binding and subsequently stained again with the following panel of fluorescently labelled antibodies: APC anti-mouse CD117 (clone ACK2, BioLegend, 105812); PE/Cy7 anti-mouse Ly6a (SCA1) (BioLegend, 108114); and Pacific Blue anti-mouse Lineage cocktail (BioLegend, 133310). In all mouse experiments, cells were also labelled with a custom TotalSeq-B antibody cocktail (Supplementary Table 2). After staining, distinct cellular compartments were sorted as illustrated in Supplementary Fig. 1 and profiled by scTAM-seq (see below).
LARRY experiments
For validating EPI-Clone using a ground-truth genetic lineage-tracing experiment, we performed two experiments: the main LARRY experiment (M.1) and the LARRY replicate experiment (M.2) (Figs. 1 and 2 and Extended Data Figs. 2 and 3). For M.1, two donor mice were killed, and HSCs were labelled with LARRY constructs containing a GFP label in one case and LARRY constructs containing a Sapphire label in the other case. Subsequently, labelled cells from each donor were transplanted into two recipient mice each. Accordingly, the dataset contains cells from four mice that contain two sets of clones, labelled with GFP and Sapphire, respectively. GFP and Sapphire clones did not mix on EPI-Clone UMAPs (Extended Data Fig. 3f), which further demonstrates that clones identified using EPI-Clone are individual-specific. We profiled all four recipient mice after allowing full blood reconstitution over 5 months. We also repeated this experiment again for validating the computational method (experiment M.2) using only one donor mouse. For both experiment M.1 and experiment M.2, we collected LSK and LK cells from the bone marrow and mixed them at 60,000 (LK) plus 50,000 (LSK) before analysing the cells using the Tapestri platform (Supplementary Table 1).
Native haematopoiesis
In this experiment (M.3; Fig. 1), we killed a 12-week-old wild-type BL6/J (CD45.2) mouse, extracted 120,000 LK cells and subjected them to scTAM-seq (Supplementary Table 1 and Supplementary Fig. 1).
Mature myeloid cell experiment
For profiling tissue-resident myeloid cells (experiment M.4; Extended Data Fig. 4), a single LARRY-transplanted mouse was anaesthetized 10 months after transplantation and perfused. Subsequently, lungs were extracted from the chest cavity, and a single-cell suspension was prepared using a protease and DNAse solution from a Lung Dissociation kit (Miltenyi Biotech, 130–095-927) followed by mechanical dissociation using gentleMACS ‘C’ columns (Miltenyi Biotech, 130–093-237) according to the manufacturer’s instructions. The dissociated cells were filtered using a 70 μm strainer and centrifuged at 400g for 5 min at room temperature. The supernatant was removed by aspiration and red blood cell lysis was performed using RBC lysis buffer (BioLegend, 420302). Cells were then washed with FACS buffer and pelleted at 400g for 5 min at 4 °C. The supernatant was removed, and the pellet was resuspended in FACS buffer before being passed through a 40 μm strainer and stained for the mature myeloid cell marker. Cells were stained with the following fluorescently labelled antibodies: PerCP/Cyanine5.5 anti-mouse/human CD11b (BioLegend, 101227; clone M1/70) and PE/Cyanine7 anti-mouse CD45.2 (BioLegend, 109829; clone 104). Cells were also labelled with TotalSeq-B antibody cocktail. We then sorted CD45.2+CD11b+LARRY(GFP)+ immune cells from lung. In parallel, we also sorted and stained LSK and LK cells and mature CD11b+ populations from both bone marrow and peripheral blood, followed by single-cell profiling.
Mature immune cell experiment
For this experiment (M.5; Fig. 2 and Supplementary Fig. 4), a single LARRY-transplanted mouse was euthanized 5 months after transplantation, and cells from the spleen and bone marrow were collected as described above. After red blood cell lysis, equal amounts of cells from both organs were pooled, washed and blocked with FcX. The cells were then stained with the following fluorescently labelled antibodies: Pacific Blue anti-mouse FcεRIα (BioLegend, 134313; clone MAR-1); PE/Cyanine5 anti-mouse CD19 (BioLegend, 115509; clone 6D5); Brilliant Violet 605 anti-mouse CD11c (BioLegend, 117333; clone N418); PerCP/Cyanine5.5 anti-mouse/human CD11b (BioLegend, 101227; clone M1/70); APC/Cyanine7 anti-mouse Ly-6G (BioLegend, 127623; clone 1A8); APC anti-mouse CD3 (BioLegend, 100235; clone 17A2); and PE/Cyanine7 anti-mouse CD115 (CSF-1R) (BioLegend, 135523; clone AFS98). We then sorted the following populations from LARRY+ live cells based on their surface markers: T cells (CD3+CD19–), B cells (CD3–CD19+), neutrophils (CD11b+CD3–CD19–Ly6G+), monocytes (CD11b+CD3–CD19–Ly6G–CD115+) and eosinophils and basophils (CD11b+CD3–CD19–FcεR1a+).
Lung EC experiment
For profiling ECs from 100-week-old mice (experiment M.6; Extended Data Fig. 5), dissociated lung cells were collected as described above. The resultant cell population was then enriched for CD31 expression using CD31 MicroBeads (mouse, 130-097-418, Miltenyi Biotec) per the manufacturer’s guidelines. These CD31-enriched cells were then washed, blocked with FcX and stained with the following fluorescently labelled antibodies: PE anti-mouse CD31 (BioLegend, 102507; clone MEC13.3) and PE/Cyanine7 anti-mouse CD45.2 (BioLegend, 109829; clone 104). Following staining, CD31+ and CD45.2– cells were sorted as illustrated in Extended Data Fig. 5a and Supplementary Table 1.
Native haematopoiesis experiments in old and young mice
For this experiment (M.7; Fig. 3 and Supplementary Figs. 5–7), the KIT-enriched cell fraction was stained and subsequently sorted to collect LSK and LK populations as described above. Samples were collected from two young (12-week-old) BL6/J (CD45.2) mice and two aged (100-week-old) BL6/J (CD45.2) mice.
LARRY transplant experiments in old mice
For this experiment (M.8; Fig. 3 and Extended Data Fig. 6), half of the HSC population from a 100-week-old mouse that was profiled as part of experiment M.7 were labelled with LARRY lentivirus and transplanted into lethally irradiated mice. Six months after transplant, mice were euthanized, and a KIT-enriched cell fraction was isolated from the femur, tibia, pelvis and sternum, following the protocol outlined above. This KIT-enriched cell population was stained with FcX block to prevent nonspecific binding and subsequently stained again with the following panel of fluorescently labelled antibodies: APC anti-mouse CD117 (clone ACK2, BioLegend, 105812); PE/Cy7 anti-mouse Ly6a (SCA1) (BioLegend, 108114); and Pacific Blue anti-mouse Lineage cocktail (BioLegend, 133310). After staining, LK and LSK cells were sorted as described above.
Experimental procedures (human study)
Human samples and their previous characterization by genomic assays
Bone marrow samples were obtained from different sources. Samples A.1, A.6 and A.7 were bone marrow aspirates from healthy volunteers collected at the Heidelberg University Hospital after informed written consent. This study was approved by the Ethics Committee of the Medical Faculty of Heidelberg University (S-480/2011). Sample A.4 was a TBM sample obtained through the Banc de Sang i Teixits (Barcelona, Spain) and approved by the Ethics Committee of the Hospital Clinic de Barcelona (HCB/2023/0367). Samples B.1–B.5 and X.1 were commercially available samples of purified CD34+ cells from organ donors (Ossium Health). No genomic characterization was performed on these samples before this study. Samples A.2, A.3 and A.5 were collected after informed written consent from individuals undergoing elective total hip replacement surgery at the Nuffield Orthopaedic Centre under the ‘Mechanisms of Age-Related Clonal Haematopoiesis’ (MARCH) study. This study was approved by the Yorkshire and The Humber–Bradford Leeds Research Ethics Committee (NHS REC ref: 17/YH/0382). These samples were screened for somatic mutations with a variant allele frequency of ≥0.01 by targeted DNA sequencing of a panel covering 97 genes (347 kb) recurrently mutated in myeloid malignancies and CH, as previously described43. Samples with somatic mutations in DNMT3A and PPM1D were selected for analyses. Finally, sample X.2. was a peripheral blood sample collected and characterized by mt-scATAC–seq as previously described46. Informed consent was given and approved for genomics profiling by the Stanford Institutional Review Board (number 14734).
All experiments involving human samples were approved by the corresponding ethics committees and were in accordance with the Declaration of Helsinki.
Bone marrow samples were thawed and stained using CD34 and CD3 sorting antibodies (BioLegend, 343517) and a pool of oligonucleotide-conjugated antibodies from the TotalSeq-D Heme Oncology Cocktail from BioLegend (MB53-0053) as well as additional TotalSeq-D antibodies from BioLegend (Supplementary Table 6). Samples were then sorted for CD34+ and CD34– populations and subjected to scTAM-seq (see below). For details on sorting, see Supplementary Table 1.
Multiplexing
Samples B.1 and B.5, B.2 and B.4, and A.2 and A.5 were in pairs, multiplexed into single Tapestri lanes. Demultiplexing was performed on the basis of germline single-nucleotide polymorphisms on autosomes with vireo53. Chromosome Y and pre-characterized somatic single-nucleotide variants (SNVs) were used as controls (Supplementary Fig. 10 and see the section on ‘Bioinformatic analysis (human)’).
Single-cell DNA methylation profiling with scTAM-seq
Single-cell DNA methylation profiling
For profiling DNA methylation at single-cell resolution, we used scTAM-seq5, which leverages the Mission Bio Tapestri technology to investigate up to 1,000 CpGs in 1,000s of cells per experiment. In brief, we loaded 120,000–140,000 cells into the Tapestri machine and followed the default Mission Bio DNA+Protein protocol for V2/V3 chemistry for the experiments (v.2: https://missionbio.com/wp-content/uploads/2021/02/Tapestri-Single-Cell-DNA-Protein-Sequencing-V2-User-Guide-PN_3360A.pdf; v.3: https://missionbio.com/wp-content/uploads/2023/08/Tapestri-Single-Cell-DNA-Protein-Sequencing-v3-User-Guide_MB05-0018.pdf; see also Supplementary Table 1), but with the following modifications: (1) we added a DNA methylation-sensitive restriction enzyme (HhaI) to digest non-methylated targets (CpGs) before amplification; and (2) in the case of the mouse experiments, we used TotalSeq-B antibodies and different primers for the amplification of antibody oligonucleotide tags. The default Mission Bio protocol uses a different type of oligonucleotide tag, TotalSeq-D, which we used here for the experiments using human samples, but which are currently not available for mouse antigens.
For the mouse samples stained with TotalSeq-B, we added 5 μl of highly concentrated HhaI (150,000 U ml–1, NEB) enzyme and 2 µl of 30 µM of a custom antibody tag primer specific for the amplification of the oligonucleotide tags of TotalSeq-B antibodies (ACTCGCAGTAGTCTTGCTAGGACCGGCCTTAAAG) to the Tapestri barcoding mix reagent. An incubation at 37 °C for 30 min was added to the start of the targeted PCR thermal cycling program to allow for the restriction enzyme digest to take place before the PCR amplification step. The use of TotalSeq-B antibodies primarily affected the ‘Protein Library Cleanup I’ section of the protocol, for which we replaced the 2× binding and washing (B&W) buffer from the kit with the following buffer prepared with nuclease-free water: Tris-HCl (final concentration 10 mM, pH 7.5), EDTA (final concentration 1 mM) and NaCl (final concentration 2 M). We used 2 µl of 5 µM of our custom biotin oligonucleotide (/5Biosg/GTGACTGGAGTTCAGACGTGTG/3C6/) to isolate the antibody tags. Moreover, during the isolation of antibody tags, we performed the second wash of streptavidin beads with 1 ml nuclease-free water instead of 1× B&W buffer. Finally, each tube of streptavidin beads was resuspended in 45 µl of nuclease-free water then transferred and combined into a new tube for a total of 90 µl. To amplify the final protein target library, we used 5 µl of 4 µM of each custom indexed primers (forward: CAAGCAGAAGACGGCATACGAGAT[i7 index]GTGACTGGAGTTCAGACGTGTGCTCTTCCGATCT; reverse: AATGATACGGCGACCACCGAGATCTACAC[i5 index]TCGTCGGCAGCGTC). Typically, we performed twice as many reactions to amplify the DNA target library, but this may be increased to achieve sufficient yield. Last, we adjusted the AMPure XP reagent-to-sample ratio in the second size-selection step in the ‘DNA Library Cleanup II’ section from 0.72× to 0.65×.
For the human samples stained with TotalSeq-D, we followed the scTAM-seq protocol as previously described5.
Using the stained cells that we used as input to scTAM-seq, we also performed 10x Genomics Chromium Single Cell 3′ for transcriptomic profiling of the cells, following the standard protocol. This step was exclusively performed for experiment M.1 (Supplementary Table 1). For the transcriptomic data, LARRY barcodes were later amplified using a modified version of the protocol8 (see Supplementary Table 4 for an updated list of primers).
Mouse panel design for scTAM-seq
We aimed to design a panel with CpGs dynamically methylated in HSCs, as well as in more committed progenitors (MPPs). We collected bulk whole-genome bisulfite sequencing data from a previous publication22 profiling DNA methylation in three replicates of HSCs (LSK and CD135−CD48−CD150+CD34−), MPP1 (LSK and CD135−CD48−CD150+CD34+), MPP2 (LSK and CD135−CD48+CD150+CD34+), and a mixture of MPP3 (LSK and CD135−CD150−CD48+CD34+) and MPP4 (LSK and CD135+CD150−CD48+CD34+). Using these data, we selected CpGs that were variably methylated in HSPCs (Extended Data Fig. 1b,c) using three criteria: (1) CpGs differentially methylated between the HSCs and the different MPP populations (DMCs); (2) CpGs intermediately methylated within HSCs (IMCs); and (3) CpGs harbouring within-sample heterogeneity in HSCs (WSHs). The code for selecting CpGs is available from GitHub (https://github.com/veltenlab/EPI-CloneSelection).
For DMCs, we used RnBeads54 to determine CpGs that were specifically methylated in one of the HSPCs (that is, in HSC, MPP1, MPP2 or MPP3/MPP4) but not methylated in all the remaining HSPC populations. We only focused on CpGs that were covered by at least 10 sequencing reads in all samples and that had a methylation difference of at least 0.2 between the target cell type and the average of the remaining cell types.
IMCs had to be non-overlapping with DMCs and were then defined by a DNA methylation level in the bulk samples (HSCs) between 0.25 and 0.75. Such CpGs may be differentially methylated between two sub-cell types of HSCs. IMCs were required to have a low proportion of discordant reads (PDRs)55 together with a high quantitative fraction of discordant read pairs (qFDRPs)56. PDR and qFDRP are measures of WSH in bulk bisulfite sequencing data and quantify the concordance of methylation states on the same sequencing read (PDR) or of multiple CpGs across different sequencing reads (qFDRP).
CpGs with high WSH were non-overlapping with DMCs and IMCs. The CpGs were then identified on the basis of the high levels of both PDR and qFDRP. These CpGs were therefore located in regions showing variable methylation profiles in bulk sequencing data and might represent regions with stochastic methylation in HSCs.
After identifying all CpGs that fulfilled the above criteria, we excluded any CpGs that were not in the context of a HhaI cut site and enriched the selected CpGs for those located in the vicinity (100 bp) of at least one TFBS of an important haematopoietic transcription factor (Supplementary Table 5). We then selected 105 CpGs specifically methylated in HSCs, 70 in MPP1, 70 in MPP2, 75 in MPP3/MPP4, 210 IMCs and 80 WSH (Extended Data Fig. 1b,c). We also included the following control amplicons: 20 constitutively methylated, 20 constitutively unmethylated and 50 amplicons without a HhaI cut site. Control amplicons were required to identify cells from the data because the remaining amplicons were digested depending on their methylation state. We uploaded this list to the Mission Bio Designer tool (https://designer.missionbio.com/) to receive a final list of 663 amplicons and corresponding primer sequences (Supplementary Table 5). The CpGs were further annotated according to their location in the genome with respect to chromatin states as previously defined57. From the 573 non-control amplicons, a subset of 453 amplicons with low dropout rate in an experiment without HhaI digest was used for analysis.
For amplifying the LARRY barcodes, we spiked in an additional primer into the primer pool targeting the LARRY barcode sequence (forward: GCATCGGTTGCTAGGAGAGA; reverse: GGGAGTGAATTAGCCCTTCCA). We could therefore read out the LARRY barcode together with information about the DNA methylation state from the same single cell.
Human panel design for scTAM-seq
The design for the human panel closely followed the strategy applied for the mouse panel. Two previously published datasets21,58 were used to similarly profile DMCs, IMCs and, additionally, CpGs with interindividual heterogeneity (IIH). Sites were selected to not include single-nucleotide polymorphisms according to dbSNP v.151 and to be located in the HhaI cut sequence.
For DMCs, we considered peripheral blood and bone marrow samples from a previous study21. Samples with an average coverage across all CpGs below 1 were removed. DMCs between HSCs, MPPs, multilymphoid progenitors (MLPs; combining MLP0, MLP1, MLP2 and MLP3), common lymphoid progenitors (CLPs), common myeloid progenitors (CMPs) and GMPs were computed using RnBeads. CpGs with a mean methylation difference higher than 0.1 between the cell types were identified as DMCs.
We performed IMC detection on HSC-enriched lineage-negative (LIN−CD34+CD38−) samples from eight male donors using a previously published dataset58. To deal with data sparsity, we set the maximum quantile of missing values per site to 0.005 and removed any sites that exceeded this threshold. IMCs were defined as CpGs with a DNA methylation level between 0.25 and 0.75 in at least 5 samples. When checking for a HhaI cut site, we allowed for a maximum of 25 CpG sites in the extended region around the IMC.
For CpGs with IIH, we used the same dataset to identify CpGs with a variance higher than 0.1 across all individuals of the dataset from ref. 58.
We also created genotyping amplicons that cover mutations in ASXL1, DNMT3A, TET2, TP53, JAK2, IDH2, PPM1D, SF3B1, IDH1 and SRSF2. We used 62 amplicons covering these genes from the Tapestri single-cell DNA myeloid panel by Mission Bio (https://missionbio.com/products/panels/myeloid/) as a base panel, excluding amplicons with the HhaI restriction sequence GCGC. We designed further amplicons for exons in the aforementioned genes that had a coverage of less than 60% in the default myeloid panel. To prevent these amplicons from having a recognition site, we performed a virtual digestion of the exonic sequences using the HhaI cut sequence. We then uploaded a list containing the fragmented genomic regions to the Mission Bio Designer tool, which resulted in 82 additional amplicons. We also included 20 amplicons targeting chromosome Y and 50 control amplicons without a HhaI cut-sequence. We uploaded the CpG targets and readily designed genotyping, chromosome Y, and control amplicons using the Mission Bio Designer tool. The final list comprises 665 amplicons and corresponding primer sequences. The resulting 448 CpG targeting amplicons are divided into 215 DMC, 145 IMC and 88 IIH amplicons (Supplementary Table 6).
Sequencing
Libraries were sequenced on an Illumina NovaSeq 6000 with 2 × 100 bp (scTAM-seq mouse), 2 × 150 bp (scTAM-seq human), 2 × 50 bp (scRNA-seq) and 2 × 50 bp (protein libraries) reads. For an overview of the sequencing statistics, see Supplementary Table 7.
Combined profiling of DNA methylation and RNA in the same cell
To jointly profile DNA methylation and RNA in the same cell (scTAMARA-seq, experiment X.1), we took advantage of the recently published SDR-seq method45 and combined it with scTAM-seq. In total, we profiled 120 RNA and 367 gDNA (200 DNA methylation and 167 genotyping) targets (Supplementary Table 6). DNA methylation targets were a subset of the original set, excluding amplicons that were not identified as consensus static or dynamic CpGs in the total bone marrow original cohort and low-performing amplicons. RNA targets were selected from a RNA-seq reference map59 using LASSO regression to identify 120 RNAs most predictive of cell state in the CD34+ compartment. We followed the SDR-seq protocol45 using the glyoxal fixation condition. Once the cells had been fixed, permeabilized and reverse-transcribed, they were loaded onto the Mission Bio Tapestri platform and processed as for scTAM-seq. The final RNA and DNA sequencing libraries were individually generated as previously described45.
Combined profiling of DNA methylation and mitochondrial variants
For this experiment (scTAMito-seq, experiment X.2), we performed scTAM-seq using the same 367 DNA methylation and genotyping amplicons as for scTAMARA-seq. We spiked in a pre-designed mitochondrial panel (https://designer.missionbio.com/catalogpanels/Virtual-mtDNA) at a ratio of 1:20 as previously described60.
Bioinformatic analysis (mouse)
Data processing
For processing of raw data, we used a modified pipeline that was based on the originally described pipeline for scTAM-seq5 (https://github.com/veltenlab/scTAM-seq-scripts), which is available from GitHub (https://github.com/veltenlab/EPICloneProcessing). In brief, cellular barcodes were extracted from the raw sequencing files before alignment to the reference genome subset to the CpG panel. Reads mapping to each of the amplicons were quantified to generate a count matrix, and DNA methylation states were determined using a cut-off value of one sequencing read as in the original scTAM-seq publication5. We used those cellular barcodes that had more than 10 sequencing reads in at least 70% of the control (non-HhaI) amplicons. Doublets were removed using the DoubletDetection tool (https://zenodo.org/record/2678042).
At the single-cell level, we differentiated methylated from unmethylated CpGs through the presence of at least one sequencing read for the corresponding amplicon as in the original publication of scTAM-seq5. Sequencing reads can uniquely originate from amplicons with methylated CpGs, whereas the lack of sequencing reads from an amplicon originates either from an unmethylated CpG or from a dropout. To minimize the effect of dropout, we determined the primer combinations that reliably amplified in our panel using a single experiment without the restriction enzyme. For this experiment in mice, LIN−KIT+ cells from a young, wild-type mice (12 weeks) were used and we determined that 453 out of the 573 non-control amplicons (79%) amplified in more than 90% of the cells. These amplicons were used for subsequent analyses.
For the surface-protein data, the Mission Bio pipeline was used to extract sequencing reads for a particular cell-barcode–antibody-barcode combination. We restricted analyses of the protein data to those cellular barcodes identified in the DNA methylation library.
Processing of LARRY barcodes
LARRY barcodes could be directly identified from the scTAM-seq sequencing library because an additional primer pair capturing the LARRY barcode was included (see the section ‘Mouse panel design for scTAM-seq’). Sequencing reads mapping to the amplicon with the LARRY barcode were extracted from the raw sequencing reads using the fluorophore sequence GCTAGGAGAGACCATATGGGATCCGAT. The LARRY barcode was determined using the base pairs following the GFP sequence, given that the sequence matches the rules by which the LARRY barcode was constructed (see the section ‘Barcode lentivirus library generation and diversity estimation’). Barcode extraction was performed using a modified version of the scripts provided in the original LARRY publication8 (https://github.com/AllonKleinLab/LARRY). Barcodes supported by fewer than five sequencing reads were discarded, and LARRY barcodes with a Hamming distance lower than three were merged for each of the experimental batches individually.
Notably, each cell can have more than one unique LARRY barcode owing to multiple lentiviral infections. In these cases, groups of LARRY barcodes were jointly passed on to the progeny. To call clones in this setting, we computed for any pair of LARRY barcodes the extent to which these two barcodes were observed in an overlapping set of cells (formally a Jaccard index). LARRY barcodes were then clustered according to this distance metric. We used a permutation test to determine LARRY barcodes that are merged together to a clone. When LARRY barcodes were merged, cells were assigned to the merged clone if any constituent LARRY barcode was observed.
Data integration and annotation of cell states
We constructed Seurat61 objects for each of the scTAM-seq samples individually using the binary DNA methylation matrix. To integrate all the samples from experiments M.1–M.3, we used Seurat’s IntegrateData62 function. Then we used Seurat’s standard workflow without normalization to obtain a low-dimensional representation of our data using UMAP. We removed cells in low-density parts of the UMAP because we found that these cells were of lower quality using the non-digested control amplicons. To annotate the cell-type clusters we obtained as result of the Seurat workflow, we inspected the expression of surface proteins, the DNA methylation states of CpGs in bulk data and the DNA methylation states of important lineage-specific transcription factors. To compare single-cell to bulk DNA methylation we computed the relative methylation state by dividing the average methylation state of all CpGs in the given group of bulk data (for example, HSC-specific) by the mean methylation state of all CpGs. To that end, we performed differential analysis for each cell-type cluster individually and selected CpGs with a log fold change larger than 1 for each cluster. For those sites, we investigated whether they are in the vicinity (100 bp) of any of the 39 transcription factors in Supplementary Table 5 and computed enrichment P values with the Fisher exact test. A full vignette is available from GitHub (https://github.com/veltenlab/EPI-clone).
All remaining experiments (M.4–M.8) were analysed without batch correction, as the samples were processed as single batches. Annotation of the cell-type clusters was performed in dynamic CpG space (see below) using bulk methylation values, demethylation of TFBSs and surface-protein expression. In addition to this information, for experiments M.7 and M.8, we projected cell-type labels from the initial analysis (experiments M.1–M.3) using scmap63. EPI-Clone was then used with the standard parameters as described below.
For processing the protein data of scTAM-seq, we used the centred-log-ratio (CLR) normalization methods. To generate a low-dimensional representation of the protein data only, we opted to use SCTransform64, which produced an improved cell-state resolution.
For the scRNA-seq dataset, we used cellranger to generate transcriptomic and surface-protein count matrices, which were used as input to Seurat. Harmony65 was used for batch integration and the cell-type annotation was performed using known haematopoietic marker genes together with the expression of surface proteins.
EPI-Clone
The EPI-Clone algorithm is divided into three steps: (1) identification of static CpGs, (2) identification of cells from expanded clones and (3) clustering of cells from expanded clones. A detailed, step-by-step vignette is available from GitHub (https://github.com/veltenlab/EPI-clone; v.2.0 used in this article). A brief description is given below.
 
	 1) To identify static CpGs, for each combination of CpG and surface protein, EPI-Clone performs a Kolmogorov–Smirnov test to investigate whether cells with methylated CpG differ in surface-antigen expression relative to cells with unmethylated CpG. CpGs with no significant antigen association (determined by the lowest P value for any of the surface proteins) according to a Bonferroni criterion were then selected if their average methylation across all cells was less than 90% but higher than 25% in mouse and higher than 5% in human. In the main LARRY experiment in Figs. 1 and 2, this resulted in the identification of 110 CpGs, which we annotated for enhancer–heterochromatic regions57 and early–late-replicating domains66.

	 2) To identify cells from expanded clones, cells stemming from an expanded clone should be in a higher density region of the space defined by the static CpGs than cells stemming from non-expanded clones. A density estimate was therefore computed as follows. PCA was performed on all static CpGs from step (1). In the reduced dimensional space obtained by the first n = 100 principal components, the average Euclidean distance to the k = 5 nearest neighbours was determined. Effects of cell state, batch and sequencing depth on this measure of local density were then removed by linear regression. We observed that smoothing the resulting quantity locally over 20 nearest neighbours additionally improved performance. Optimal parameters n and k of this step, as well as the density threshold for a cell to be classified as stemming from an expanded clone, were identified through a systematic grid search on experiment M.1, using LARRY barcodes as a ground truth. Here clones >0.25% in size were defined as expanded.

	 3) To cluster expanded clones, cells from expanded clones were clustered using the standard Seurat workflow, again in a space spanned by n = 100 principal components.


The parameters of steps (2) and (3) were established on the basis of the original LARRY experiment (M.1: LARRY main experiment) and used for all subsequent analyses of the mouse haematopoietic system (M.2–M.5, M.7 and M.8) without further adjustments. Static CpGs were defined in experiment M.1 and used for all remaining experiments. In particular, the performance on a replicate LARRY ground-truth experiment (M.2) is analysed in Extended Data Fig. 3.
In the native ageing experiment (M.7), we opted for a more conservative threshold for defining large, expanded clones (1%), as native haematopoiesis is more polyclonal than the transplantation setting. This threshold resembled what we found in human native haematopoiesis, using CH mutations and mitochondrial mutations as a partial ground truth (Fig. 4).
For when no or only a partial ground truth was available (mouse endothelia (M.6), see below for more details, and the human analysis), we opted instead for a parameter-free approach to identify expanded clones. We used a recently published clustering method, CHOIR44, which automatically determines clusters that have statistical support in the data. Unlike the density-based criterion, CHOIR does not have free parameters (for example, number of principal components, density threshold, number of nearest neighbours to consider). We confirmed that on the mouse LARRY experiment, CHOIR had a similar quantitative performance to the density-based criterion at optimal parameter values (Extended Data Fig. 3g).
EPI-Clone of endothelial data
As the first step of this experiment (M.6), all CpGs were used for dimensionality reduction and clustering. Consequently, we identified a cluster of contaminating non-endothelial (CD31–) cells that we removed. We then used the dynamic CpGs defined in experiment M.1 to construct a cell-state map of ECs. The CLR-transformed protein levels enabled us to annotate ECs as capillary, Car4 or lymphatic, in concordance with transcriptomic references. Finally, the 110 static CpGs defined in experiment M.1 were used to identify clones in these lung ECs. Binary data were used as input for CHOIR44 using false-discovery rate adjustment. Only clones with a relative clone size greater than 1% are highlighted in the figures. For comparison with transcriptomic data, the Mouse LungMAP31 was downloaded from CELLxGENE Datasets (Mus musculus + Lung + 10×3′ v.2 + Smart-seq2) and subset for adult samples. The lung EC atlas67 was also downloaded (https://endotheliomics.shinyapps.io/ec_atlas/).
EPI-Clone of transplantation
To understand whether EPI-Clone robustly identifies clones before and after transplantation, we investigated replicate 2 (old mouse) of the M.7 experiment together with the transplanted mouse (experiment M.8). Notably, the HSCs that were barcoded with LARRY and used for transplantation were obtained from replicate 2 (old mouse) of experiment M.7 (donor mouse). We then performed EPI-Clone on the combined Seurat object of the transplanted mouse with its donor using the static CpGs identified in experiment M.1 without further adjustments of the parameters. Moreover, and to estimate the false-positive rate of this approach, we performed the same analysis using replicate 1 (old mouse) of experiment M.7. This mouse had no relationship with the transplanted mouse and we would not expect clonal clusters to have cells from both samples to appear from a joint analysis.
Bioinformatic analysis (human)
Data processing, demultiplexing and mutation calling
Data processing followed the methods described for mice. For sample pairs that had been multiplexed into a single Tapestri lane (B.1 and B.5, B.2 and B.4, and A.2 and A.5), vireo53 was used for donor deconvolution based on germline SNVs. SNVs were called with cellsnp-lite using a minimum allele frequency of 0.05 and a count threshold of 5. Donor assignments were validated by detecting the presence of the Y chromosome in cases when male and female donors had been multiplexed, and/or the presence of previously known donor-specific CH mutations (Supplementary Fig. 9).
For samples with previously characterized CH mutations, the mutational status of each cell was determined using a custom script written in pysam. Any cell for which more than 5% of reads covering the relevant genomic site displayed the CH mutation were classified as mutant. Cells with a low number of reads covering the site were excluded, using a read threshold that was determined as a function of total site coverage.
Additional CH mutations were identified using SComatic68 based on the assumption that T cells and B cells are depleted from CH mutations. For that purpose, the BAM files of the TBM cohort were split by cell type. Base counts per cell type were calculated using BaseCellCounter with a minimum mapping quality of 30 and a maximum depth proportional to the number of cells in each group. Beta-binomial parameters were estimated across 35,000 genomic sites to model the distribution of reference and alternate alleles. Final mutation calling was performed using BaseCellCalling, considering all identified cell groups and estimated beta-binomial parameters. Mutations of interest were then identified by comparing T cells to myeloid cells. This strategy led to the identification of CH mutations in donors A.4 and A.7. Finally we repeated the same analysis for the TBM and CD34+ cohorts and comparing cells that EPI-Clone had annotated as expanded clones to cells annotated as stemming from non-expanded clones. This enabled us to identify the CH mutation in donor B.5, and the DNMT3A(C666Y) variant in donor A.4.
Data integration
Unlike in mouse data, data integration across all CpGs in the human dataset did not effectively remove interindividual differences (for example, large CH clones still clustered apart). However, a larger set of CITE-seq antibodies was included in the human cohort. We therefore identified surface-protein associated (‘dynamic’) CpGs across all cells in the TBM cohort and performed data integration using three approaches: CITE-seq data alone, dynamic CpG data alone or a combination of both modalities concatenated into a single feature matrix. All three strategies produced similar results (Extended Data Fig. 7c). Notably, the inclusion of both modalities provided more consistency across donors than dynamic CpGs alone, and was less susceptible to technical variation within the donors than CITE-seq data alone. Data integration was performed using scanorama69, as it offered a higher biological resolution of cell types or cell states compared with Seurat integration. In the TBM cohort, we identified a cluster of overstained cells (positive for all antibodies) that were removed before further analyses.
EPI-Clone applied to human samples
The same strategy was followed as for mouse; however, several adjustments were made as described below.
EPI-Clone analyses were performed while excluding mature T cells and B cells, unless denoted otherwise.
For identification of static CpGs, we proceeded as described above for each donor from cohort A (TBM) individually. We then defined consensus static CpGs as those CpGs that were identified as ‘static’ in at least five donors. Eventually, the same set of 94 consensus static CpGs was used for EPI-Clone analysis in all samples. The use of consensus static CpGs in some donors led to substantial improvements in the performance of EPI-Clone with respect to the ground-truth clonal labels (for example, CH mutations). Moreover, it eliminated the need for a static CpG identification step in future studies, as it established a reference set of static CpGs.
We used CHOIR44 with false-discovery rate adjustment for identifying expanded clones, see the section on EPI-Clone (above)
Analysis of scTAMARA-seq data
For this experiment (X.1), DNA methylation data were projected to the CD34+ reference (Fig. 4b) using scmap63. The RNA-seq reads were processed as previously described45, and data were analysed using default Seurat routines. EPI-Clone was used on the DNA methylation data with identical settings to all other human samples.
Analysis of scTAMito-seq data
For this experiment (X.2), cell types were identified by clustering on all surface antigens. EPI-Clone was then applied using consensus static CpGs. Heteroplasmies of mitochondrial mutations that had previously been identified for that sample using mt-scATACseq46 were called in single cells using pysam by dividing the number of reads supporting the mutant allele by the total number of reads covering the site. Cells with fewer than ten reads on the site were excluded as potential dropout.
Data visualization
Plots were generated using the R packages ggplot2 (ref. 70) and ComplexHeatmap71. Boxplots are defined as follows: the middle line corresponds to the median; the lower and upper hinges correspond to first and third quartiles, respectively; the upper whisker extends from the hinge to the largest value no further than 1.5× the interquartile range (or the distance between the first and third quartiles) from the hinge and the lower whisker extends from the hinge to the smallest value at most 1.5× the interquartile range of the hinge. Data beyond the end of the whiskers are called ‘outlying’ points and are plotted individually. For computing lineage-specific output as shown in Fig. 3, we defined output as the fraction of all HSC/MPP1 or myeloid cells per EPI-Clone cluster compared with all HSC/MPP1 or myeloid cells per experiment. In the bubble plots of Fig. 3 and Supplementary Fig. 7, the radius of the circles scales with the square of frequency.
Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
The following single-cell DNA methylation datasets and scRNA-seq dataset are available as Seurat objects from Figshare: M.1–M.3 (https://doi.org/10.6084/m9.figshare.24204750)72; M.4 (https://doi.org/10.6084/m9.figshare.25472467.v1)73; M.5 (https://doi.org/10.6084/m9.figshare.27917427.v1)74; M.6 (https://doi.org/10.6084/m9.figshare.27960771.v1)75; M.7, replicate 1 (https://doi.org/10.6084/m9.figshare.25472434.v1)76 and replicate 2 (https://doi.org/10.6084/m9.figshare.27917454.v1)77; M.8 (https://doi.org/10.6084/m9.figshare.27917331.v1)78; A.1–A.7 (https://doi.org/10.6084/m9.figshare.25526899.v2)79; B.1–B.5 (https://doi.org/10.6084/m9.figshare.28082048.v1)80; X.1 (https://doi.org/10.6084/m9.figshare.27991574.v1)81; X.2 (https://doi.org/10.6084/m9.figshare.28082066.v1)82; and scRNA-seq (https://doi.org/10.6084/m9.figshare.24260743.v1)83. Count matrices are available from the Gene Expression Omnibus under accession number GSE282971. Raw reads for the mouse experiments are available from the NCBI Sequence Read Archive with BioProject number PRJNA1191391. Raw sequencing data for the human cohort has been deposited into the European Genome-phenome Archive (accession number EGAS00001008056). To address ethics board mandates and patient privacy concerns, access is restricted to research projects in haematology and development of bioinformatic methods, and excludes ancestry research, surname inference and other research. Requests for access need to be addressed to L.V. For comparison of our endothelial data with published data, we downloaded the following data from the CELLxGENE database: https://cellxgene.cziscience.com/collections/48d354f5-a5ca-4f35-a3bb-fa3687502252. The lung EC atlas was downloaded from https://endotheliomics.shinyapps.io/ec_atlas/. Source data are provided with this paper.
Code availability
The code used for processing scTAM-seq data, the EPI-Clone algorithm and generating the figures of the paper is available from GitHub (https://github.com/veltenlab/EPI-clone). Release v.2.0 was used for the work included in this article.
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Extended data figures and tables
Extended Data Fig. 1 Overview of experimental design and CpG panel.
a. Experimental design of the mouse experiments M.1-M.8. See also Supplementary Table 1. LSK: LIN−SCA1+KIT+, LK: LIN−KIT+. b. Distribution of the CpGs covered by all 663 amplicons in our panel. From this set of amplicons, 453 WSH/DMC/IMR CpGs were selected based on a low dropout in a control experiment, see methods. c. Schematic overview of the CpG selection for scTAM-seq. Bulk DNA methylation data was collected from Cabezas-Wallscheid et al.22. We identified three classes of CpGs, which we included in the final panel design shown in Fig. 1b: DMCs, IMCs, and WSH. DMCs are defined by comparisons between cell types, IMCs are regions with intermediate methylation in HSCs, and WSHs are regions with intermediate methylation in HSCs and a high degree of intra-molecule variability. The lines represent sequencing reads, where filled circles stand for methylated and unfilled circles for unmethylated CpGs, respectively.
Extended Data Fig. 2 Comparison of different data modalities for the identification of cell state (experiment M.1-M.3).
a. UMAP of transcriptomic data from the same cell pool as for DNAm for experiment M.1. b. Confusion matrices between scRNA-seq celltypes and scTAM-seq celltypes (Fig. 1c vs. panel A). To compute the confusion matrix, a random forest classifier was trained to predict cell type from surface antigen expression data, using the scRNA-seq modality. The confusion matrix for that classifier during 10-fold cross validation is shown in the plot on the left. The same classifier was then applied to predict cell type in the scTAM-seq experiment, where the same surface antigens were measured using the same TotalSeq-B cocktail. Label transfer accuracy is shown. c. Integrated UMAP of the LARRY main experiment, replicate, and native haematopoiesis (experiments M.1-M.3) as in Fig. 1c, highlighting the LARRY barcodes and donor mouse. d. UMAP defined only on the dynamic CpGs. The plot shows all 13,885 cells from the experiment M.1 (LARRY main experiment). Indicated in colors are the cell types defined in Fig. 1c. e. Surface protein UMAP of experiment M.1 (13,885 cells) with the cell type labels obtained from the DNA methylation UMAP as shown in Fig. 1c. Protein data was normalized using SCTransform64 prior to generating a low-dimensional representation with PCA and UMAP. f. Expression of selected surface proteins in the protein UMAP. g. Bar chart depicting the percentage of static and dynamic CpGs within early/late replicating domains66, respectively.
Source data
Extended Data Fig. 3 Validation of EPI-clone’s capability on a biological replicate (experiment M.2).
a,b,c. Clonal UMAP based on static CpGs as in Fig. 2b, computed for experiment M.2: LARRY replicate experiment. Indicated are the cell state (A) and the LARRY barcode (B). C highlights cells that were selected as part of expanded clones, based on local density in PCA space. d. Receiver-Operating Characteristics Curve characterizing the performance of the local density criterion in selecting expanded clones for the biological replicate. e. Overlap between clones defined using EPI-clone and ground truth labels for the biological replicate. The remark ‘small clones’ indicates all LARRY clones with a relative size less than 0.25%. f. Same UMAP as in Fig. 2b highlighting the LARRY donor labeled by two unique fluorophore sequences. For experiment M.1, two donor mice were sacrificed and HSCs were labeled with LARRY constructs containing a GFP label in one case, and LARRY constructs containing a Sapphire label in the other case. Subsequently, labeled cells from each donor were transplanted into two recipient mice each. Accordingly, the data set contains cells from four mice that contain two sets of clones, labeled with GFP and Sapphire, respectively, see also methods. g. Comparison between the performance of the density-based clustering of EPI-Clone with the performance of CHOIR44, a parameter-free clustering method. Precision and recall were calculated for the identification of cells from expanded (>0.25%) clones. ARI: Adjusted rand index. The results are shown for experiment M.1: LARRY main experiment.
Source data
Extended Data Fig. 4 EPI-Clone’s performance in mature myeloid cells (experiment M.4).
a. Overview of the sorting scheme for experiment M.4: Mature myeloid cells. b. UMAP based on dynamic CpGs (defined from experiment M.1) showing the differentiation state of mature myeloid cells and their progenitors. c. Enrichment of CpGs specifically unmethylated in a cell-type cluster according to the vicinity to the annotated TFBS, see also main Fig. 1e. d. Expression of surface proteins in the different cell type clusters for stem-cell-specific markers (KIT, SCA1, CD201) and markers of mature myeloid cells (CD9, CD44). e. UMAP as in B, highlighting relative methylation state of cells across all CpGs that are methylated in HSCs or MPP3/4 in bulk data. See also main Fig. 1d. f. UMAP computed on static CpGs (defined from experiment M.1) with the LARRY barcodes indicated. g. Same UMAP as in F, with the cell states as defined in B indicated. h. UMAP representation as in F visualizing the different cellular compartments including progenitors (LSK, LK) and mature cells from lung and BM/PB. i. Overlap between clones defined using EPI-clone and ground truth clonal labels for the mature myeloid experiment. j. Receiver-Operating Characteristics Curve characterizing the performance of the local density criterion in selecting expanded clones for the mature myeloid experiment. k. Adjusted rand indices quantifying the overlap between EPI-clone clusters and LARRY barcodes stratified by the different cell types identified in B. l. Cell type distribution and clone sizes in different clones identified by EPI-Clone and stratified by cellular compartment m. Number of unique LARRY barcodes per cell type cluster. The elevated number of LARRY barcodes per cell in the macrophage cluster suggests the presence of contaminant DNA from doublets or phagocytosis in this cluster.
Source data
Extended Data Fig. 5 Cell type mapping and clonality of lung endothelial cells by scTAM-seq and EPI-clone (experiment M.6).
a. Lung cells were isolated from an old mouse, then purified and sorted to filter out CD45+ cells and enrich for CD31 + , before profiling with scTAM-seq. b. UMAP embedding and low-resolution clustering of endothelial cells using the dynamic CpGs identified in experiment M.1. c. Differential expression analysis of surface markers in the different clusters from panel B. d. CLR-normalized expression values of surface markers across the different clusters. e. Normalized expression of the corresponding genes (scRNA-seq) for endothelial cells from the Mouse LungMAP, only for adult samples31. f. Normalized expression of the corresponding genes (scRNA-seq) for endothelial cells from the lung EC atlas67. g. UMAP computed on static CpGs (identified in experiment M.1). Colors highlight clones identified by EPI-Clone with a relative clone size greater than 1%. h. Barplot of endothelial cell types contributions across clones; again, only EPI-clones with a relative clone size greater than 1% are visualized; numbers in the top of the bars represent the absolute clone size, i.e. number of cells. i. Mutual information between methylation status of all CpGs and the EPI-clones for endothelial and haematopoietic cells.
Extended Data Fig. 6 Transplantation experiment profiling EPI-clones before and after transplantation (experiment M.8).
a. Overview of the experimental design for experiment M.8: transplantation experiment. HSCs from an old donor mouse (100 weeks) were either LARRY-barcoded and transplanted into a recipient mouse or directly used for processing with scTAM-seq/EPI-clone. In the negative control, we performed EPI-clone analysis on a set of unrelated HSCs from an old mouse (100 weeks) and the transplanted mouse. b. Joint EPI-clone clustering of the donor and the transplanted mouse. Highlighted in red are HSCs from the donor mouse. c,d. Same EPI-clone UMAP as in B highlighting the sample origin (C) and the LARRY barcode (D). e. Quantification of the fraction of EPI-clone clones that have at least one HSC from the donor mouse. This would indicate that a progenitor cell of this HSC gave rise to this clone. If a HSC successfully engrafts, it should keep its clonal DNA methylation pattern (i.e., EPI-clone identity) and pass it to all of its progeny. Since all blood progeny in the transplantation setting comes from the transplanted HSCs, the donor HSC giving rise to the blood cells should also be part of the same EPI-clone cluster. We observe that this is the case for the transplantation experiment, but not for clustering together the transplanted mouse with an unrelated, aged mouse (negative control). f. Correlation between the clone sizes observed in the Donor and in the transplanted mouse for the shared EPI-clones. The values indicate the Pearson correlation coefficient and corresponding p-values from a Correlation test. g. Spearman correlation between the clonal output of each clone towards the three main blood lineages compared between the donor mouse and the transplanted mouse. The asterisk indicated p-values below 0.1 from a correlation test.
Source data
Extended Data Fig. 7 Application of EPI-Clone to human bone marrow samples.
a. Scheme illustrating selection of target CpGs from bulk whole genome bisulfite sequencing data, see also Methods. DMCs are differentially methylated between cell types, IMCs display intermediate methylation levels in HSCs and IIH are variably methylated across individuals in HSCs. b. Bar chart illustrating the composition of the panel. c. Cell state clustering for the TBM cohort using antibodies, DNA methylation or both modalities. Colors correspond to clustering on the DNA methylation (DNAm)+AB data, see main Fig. 4b for color scheme. UMAPs were computed using data integration by scanorama across donors from the TBM cohort, using the indicated modality. d. Average protein expression levels in the different clusters, for the TBM cohort. e. UMAPs of the CD34+ cohort highlighting the surface expression of various antigens. f. Selection of static and dynamic CpGs for donor A.6, see also main Fig. 1i. g. Scatter plot depicting for all CpGs the average methylation across myeloid cells per donor, as well as the classification of the CpG as static or dynamic. h. CpGs that were classified as static in at least five donors were selected as consensus static CpG and used for the EPI-clone analysis.
Source data
Extended Data Fig. 8 Characterization of human EPI-Clones.
a. Static CpG UMAPs and EPI-clone clustering result for donor B.5. Left panel highlights a CH mutation identified in this donor, right panel highlights EPI-clone clusters. b. Scatter plot displaying the percentage of cells from each EPI-Clone displaying CH mutations, for the CD34+ cohort. Dots in colors correspond to EPI-clones dominated by a CH mutation, see Fig. 4c for a color scheme. All donors from the CD34+ cohort with a detected CH mutation are shown. c. Scatter plot displaying the percentage of cells from each EPI-Clone displaying CH mutations, for NK and immature B cells. EPI-Clone was run on all cells except T and mature B cells, but the overlap was computed on NK and immature B cells only. See main Fig. 4c for color scheme. d. Static CpG UMAPs as in main Fig. 4c,d, highlighting NK and immature B cells classified according to CH status. e. Static CpG UMAP computed for all cells (including mature B and T cells) for patient A.4, highlighting T cells classified according to CH status. Mature and immature B cells are also highlighted to demonstrate that mature B and T cells mostly cluster in lymphoid clusters. Barchart depicts precision and recall for the task of classifying T cells as CH or non-CH based on EPI-Clone labels. f. Scatter plot depicting the fraction of the different cell types observed per clone, relative to the fraction of the same cell type observed in non-expanded clones from the same patient. Grey dots correspond to EPI-clones with no known driver mutation. Dots in colors correspond to EPI-clones dominated by a CH mutation, see Fig. 4c for a color scheme. g. Same as F, for cell states within the CD34+ compartment.
Source data
Extended Data Fig. 9 scTAMARA-seq enables multiplexed readout out RNA, DNA methylation and genotyping amplicons from the same single cell.
a. Scheme of the method, adapted from45. b. Composition of the panel used, see Supplementary Table 6. RNA-seq amplicons were selected using a scRNA-seq reference59 to identify the set of 120 genes with highest information on cell states in the CD34+ compartment by LASSO regression. c. Scatter plot depicting the number of RNA, DNA methylation (DNAm) and genotyping amplicons observed per cell. d. Boxplot comparing the number of features (RNA species) observed per cell in scTAMARA-seq to the number of features observed in whole transcriptome analysis (WTA) on CD34+ cells for the same 120 genes59. See methods, section Data visualization for a definition of boxplot elements. e. Heatmap depicting correlation in DNA methylation profiles between sample X.1 and the other CD34+ BM donors. f. UMAPs computed on the RNA information from scTAMARA-seq highlighting cell state annotation based on RNA (left) and based on DNAm (right). g. Heatmap depicting scaled expression of marker genes for the different RNA-based cell states.
Source data
Extended Data Fig. 10 Comparison of EPI-Clone and mitochondrial lineage tracing by scTAMito-seq.
a. Static CpG UMAP computed on all cells from the patient, highlighting cell types identified using surface antigen expression levels. b. Average coverage in reads per cell for the mitochondrial variants previously described for donor X.246. c. Scatter plot comparing average heteroplasmies for these mutations, as determined by mt-scATAC-seq (reference46) or scTAMito-seq (this study). d. Scatter plot depicting, for all mitochondrial variants, the average heteroplasmy and the statistical association with EPI-Clone. Specifically, a linear model was trained on EPI-Clone clusters to predict heteroplasmy at the single cell level, and the p value from an F-test is shown. e. Heatmap relating the single-cell heteroplasmies of mitochondrial variants to EPI-Clones, for T cells only. The columns correspond to different T cells and the rows comprise mitochondrial mutations measured by scTAMito-seq.
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Abstract
Immune checkpoint blockade (ICB) has transformed cancer therapy1,2. The efficacy of immunotherapy depends on dendritic cell-mediated tumour antigen presentation, T cell priming and activation3,4. However, the relationship between the key transcription factors in dendritic cells and ICB efficacy remains unknown. Here we found that ICB reprograms the interplay between the STAT3 and STAT5 transcriptional pathways in dendritic cells, thereby activating T cell immunity and enabling ICB efficacy. Mechanistically, STAT3 restrained the JAK2 and STAT5 transcriptional pathway, determining the fate of dendritic cell function. As STAT3 is often activated in the tumour microenvironment5, we developed two distinct PROTAC (proteolysis-targeting chimera) degraders of STAT3, SD-36 and SD-2301. STAT3 degraders effectively degraded STAT3 in dendritic cells and reprogrammed the dendritic cell–transcriptional network towards immunogenicity. Furthermore, STAT3 degrader monotherapy was efficacious in treatment of advanced tumours and ICB-resistant tumours without toxicity in mice. Thus, the crosstalk between STAT3 and STAT5 transcriptional pathways determines the dendritic cell phenotype in the tumour microenvironment and STAT3 degraders hold promise for cancer immunotherapy.
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Immunotherapy, including ICB and T cell therapy, uses the immune system to eliminate cancer cells1,2,6. However, most patients are either poorly responsive to ICB or develop therapeutic resistance. Emerging evidence suggests that ICB does not trigger potent immune responses in patients with limited and impaired dendritic cells3 (DCs) in the tumour microenvironment (TME). DCs present tumour antigens to prime and activate T cells, thereby driving anti-tumour immunity4,7,8,9,10,11. In line with this, increased type 1 dendritic cell (DC1) infiltration correlates with prolonged survival in patients with cancers12,13,14. However, the TME can impede DC1 maturation and function, partly owing to disruptive environmental signals4,15,16,17. Thus, understanding how the DC phenotype is shaped in the TME and exploring strategies to enhance DC1 function are crucial for developing more effective cancer immunotherapy.
Alterations in STAT signalling pathways exert profound effects on anti-tumour responses in the TME18. For example, STAT3 is often activated and mediates immune inhibition in the TME5,19. STAT3 activation leads to the production of various pro-tumour factors, including VEGF and IL-6, impeding DC maturation and function20,21. Moreover, STAT3 signalling can inhibit T helper 1 (TH1)-type chemokine expression and subdue DC tumour trafficking, resulting in the exclusion of T cells from the TME21. By contrast, STAT5 is activated in response to cytokine signals, such as GM-CSF and IL-222, and has a positive role in the anti-tumour immune response23,24. On this basis, we hypothesized that the balance between the STAT5 and STAT3 transcriptional pathways in DCs may shape the fate of distinct immune responses in the TME, determining ICB responses in patients with cancer.
In this study, we analysed single-cell and bulk RNA-sequencing (RNA-seq) datasets from tumour tissues in patients with cancer who were receiving ICB. We found that the transcriptional pathways of STAT5 and STAT3 in DC1s correlated with T cell immunity and was associated with clinical outcome in patients treated with ICB. Moreover, genetic deletion and pharmacologic inhibition of STAT3 signalling led to DC1 activation and profound anti-tumour T cell immune responses. Furthermore, we provide proof of concept that pharmacological degradation of STAT3 can treat multiple tumour types as monotherapy and sensitize tumours to ICB.
Role of DC STAT5 and STAT3 in ICB
The STAT5 and STAT3 transcriptional pathways regulate tumour immune responses21,23,24. We thus reasoned that interplay between these two transcriptional pathways in immune cells, particularly in DCs, influences ICB responses in patients with cancer. To examine this possibility, we analysed RNA-seq data from tumour tissues collected before ICB treatment in a patient cohort (cohort 1) at the University of Michigan25 (Extended Data Table 1). As previously reported25, among these patients, 17% achieved a complete response to ICB, whereas 14% achieved partial response, 17% had stable disease and 51% had progressive disease according to RECIST (response evaluation criteria in solid tumours) criteria (Fig. 1a), and the complete response group exhibited the longest overall survival rate in cohort 1 (Fig. 1b). To determine whether the clinical response is associated with the effector T cell-mediated anti-tumour response, we evaluated outcomes stratified by expression of T effector cell signatures26. Patients with a high CD8+ effector T cell score exhibited improved overall survival (Fig. 1c). Furthermore, we calculated a DC1 maturation score27. We found that patients with a high DC1 maturation and function score demonstrated improvements in overall survival resembling those in patients with a high CD8+ effector T cell score (Fig. 1d). This similarity in survival was mirrored by a strong positive correlation between CD8+ effector T cell and DC1 maturation scores (Fig. 1e). Thus, DC-mediated antigen cross-presentation and T cell activation may drive ICB response in patients with cancer.
Fig. 1: Role of DC STAT5 and STAT3 in ICB.

a–d, DC1 score and overall survival. a, Pie chart of number and percentages show RECIST-defined responses to ICB in cohort 1. CR, complete response; PD, progressive disease; PR, partial response; SD, stable disease. b–d, Kaplan–Meier survival curves were stratified by clinical response groups (b), cytotoxic T lymphocyte (CTL) score (c) and median DC1 maturation score (d). n = 92; log-rank test. e, Pearson correlation analysis shows a correction between CTL score and DC1 maturation score. The shaded area represents the 95% confidence interval. n = 92. f,g, Kaplan–Meier curves of overall survival in patients from cohort 1 were stratified by DC score and STAT5/STAT3 expression (f) or STAT5 transcriptional pathway/STAT3 expression (g). n = 92; P = 0.049 (f) and P = 0.00018 (g), log-rank test. h, Kaplan–Meier curves of overall survival in cohort 2 were stratified by DC score and the ratio of STAT5 versus STAT3. n = 114; P = 0.0041, log-rank test. i–l, STAT5 and STAT3 signalling signatures in DCs in cohort 3. i,j, STAT5 (i) and STAT3 (j) gene signatures in DCs were analysed in post-ICB samples of responders and the respective pre-ICB samples. k,l, STAT5 (k) and STAT3 (l) gene signatures within DCs were compared between non-responders and responders. In box plots, the central line represents the median, the box extends from the 25th to 75th percentiles, and whiskers span the smallest and largest values within 1.5× the interquartile range. Outliers are shown as individual points. Responders: pre- (332 DCs) and post- (170 DCs) treatment (4 patients). Non-responders: pre- (215 DCs), post- (194 DCs) treatment (6 patients). **P = 0.0012 (j), ***P = 0.00092 (k), **P = 0.0045 (l) and ****P < 0.0001 (i), Wilcoxon rank-sum test. P values are two-sided without correction for multiple comparisons.
To explore the role of the relationship between the STAT5 and STAT3 transcriptional pathways in the context of DC1 maturation and function, we stratified patients (cohort 1) by the median DC1 maturation score and the median ratio of STAT5/STAT3 expression into four groups: DC1hiSTAT5/STAT3hi, DC1hiSTAT5/STAT3low, DC1lowSTAT5/STAT3hi, and DC1lowSTAT5/STAT3low. Among the four patient groups, those classified as DC1hiSTAT5/STAT3hi had the longest overall survival, whereas the other groups exhibited similar survival trends to each other (Fig. 1f). We observed similar results when we stratified patients by the median ratio of STAT5 transcriptional pathway activation and STAT3 expression (Fig. 1g) and by excluding patients with tumours that were inherently unresponsive to ICB (Extended Data Fig. 1a). We analysed additional patients with melanoma28,29 (cohort 2), a type of cancer that is sensitive to anti-PD-1 and anti-CTLA-4 therapy (Extended Data Table 2). DC1hiSTAT5/STAT3hi in cohort 2 exhibited the longest overall survival, whereas the DC1lowSTAT5/STAT3low patients had the shortest (Fig. 1h and Extended Data Fig. 1b,c). Thus, the relationship between DC1 maturation and the STAT5 and STAT3 transcriptional pathways may affect responsiveness to ICB.
To solidify this finding, we analysed a single-cell RNA-sequencing (scRNA-seq) dataset from patients with triple-negative breast cancer (TNBC) (cohort 3), and examined DCs in tumour tissues collected before and after ICB treatment30. We conducted an analysis of the STAT5 and STAT3 transcriptional pathways in DC clusters. The analysis revealed a bimodal distribution of the STAT3 transcriptional pathway, with the second mode exhibiting a relatively high STAT3 signalling activity (Extended Data Fig. 1d). We conducted a detailed analysis of the STAT5 and STAT3 transcriptional pathways in DC clusters with relatively high STAT3 expression. Of note, STAT5 transcriptional signalling increased in post-ICB samples compared with pre-ICB samples among responders to ICB (Fig. 1i), but such an increase was not observed in non-responders (Extended Data Fig. 1e). Conversely, STAT3 transcriptional signalling showed a decrease in post-ICB samples of responders compared with their pre-ICB samples (Fig. 1j), with no significant change observed in non-responders (Extended Data Fig. 1f). Furthermore, post-ICB samples showed an increase in STAT5 transcriptional signalling and a reduction in STAT3 transcriptional signalling in responders relative to non-responders (Fig. 1k,l). We then examined the STAT5 and STAT3 transcriptional signalling pathways in specific DC subsets in these patients30 (cohort 3). Using the Louvain algorithm for shared nearest neighbours clustering and uniform manifold approximation and projection (UMAP) visualization to distinguish the cells, we conducted an analysis with two major distinct DC clusters, conventional DCs (cDCs) and monocyte-derived DCs (moDCs) (Extended Data Fig. 1g). In the cDC subset, the post-ICB samples from responders displayed increased STAT5 transcriptional signalling and decreased STAT3 transcriptional signalling compared with pre-ICB samples (Extended Data Fig. 1h,i). These changes were not discernible in the non-responder group (Extended Data Fig. 1j,k). In moDCs, an increase in STAT5 signalling was observed in the post-ICB samples from responders, whereas STAT3 transcriptional signalling remained unchanged compared with pre-ICB samples in both responders and non-responders (Extended Data Fig. 1l–o). Furthermore, in the post-ICB samples, we observed a noticeable increase in STAT5 transcriptional signalling and a corresponding decrease in STAT3 transcriptional signalling in the responders compared to the non-responders within cDCs (Extended Data Fig. 1p,q). In moDCs, neither STAT5 nor STAT3 transcriptional signalling showed significant differences between post-ICB samples from responders and non-responders (Extended Data Fig. 1r,s). Collectively, ICB treatment dynamically reprograms the STAT5 and STAT3 transcriptional signalling pathways in cDCs, affecting ICB efficacy.
STAT3 restrains STAT5-driven DC function
Given the negative effect of STAT3 transcriptional activity on DC maturation and ICB response, we examined whether alteration of STAT3 activity would affect DC phenotype. We used short hairpin RNAs (shRNAs) targeting Stat3 (shStat3) in JAWSII cells, a DC line31,32 (Fig. 2a). Knocking down STAT3 expression resulted in a robust increase in phosphorylation of STAT5 (pSTAT5) and a minor increase in pSTAT1, but had no effect on pSTAT6 and p-p65 in JAWSII cells cultured with GM-CSF (Fig. 2a). We crossed Stat3fl/fl mice with Xcr1cre mice (which express mCherry under the control of the Xcr1 promoter) and generated cDC1-specific STAT3 knockout (Stat3−/−) mice. We used Stat3fl/flXcr1+/+ mice as the Stat3+/+ controls, enabling us to use mCherry fluorescence to validate knockout specificity in the mouse offspring (Extended Data Fig. 2a). No mCherry expression was detected in other immune cells in Stat3−/− mice (Extended Data Fig. 2b). We confirmed the absence of STAT3 protein in cDC1s generated from Stat3−/− mice (Fig. 2b and Extended Data Fig. 2c). At 6 to 10 weeks of age, Stat3+/+ and Stat3−/− mice exhibited similar body size (Extended Data Fig. 2d), similar appearance of lymphoid organs (Extended Data Fig. 2e) and equivalent levels of CD8+ and CD4+ T cells in tissues (Extended Data Fig. 2f,g). Notably, we detected an increase in STAT5 activation in Stat3−/− cDC1s compared with Stat3+/+ cDC1s (Fig. 2b). An unbiased phospho-receptor kinase array showed higher levels of pSTAT5 in Stat3−/− cDC1s than Stat3+/+ cDC1s (Fig. 2c). Thus, STAT3 restrains STAT5 activation in DCs. Flow cytometry analysis revealed higher levels of typical DC maturation markers, including major histocompatibility complex class I (MHCI; Fig. 2d), major histocompatibility complex class II (MHCII; Fig. 2e), CD80 (Fig. 2f and Extended Data Fig. 2h) and CD86 (Fig. 2g and Extended Data Fig. 2h) in Stat3−/− cDC1s than in Stat3+/+ cDC1s.
Fig. 2: STAT3 restrains STAT5-driven DC function.

a,b, Immunoblots of transcription factors in shStat3 JAWSII cells (a) and Stat3+/+ and Stat3−/− cDC1s (b). n = 3. c, Scatter plots of relative pixel density versus corresponding −log10(P value) for a phospho-antibody array incubated with lysate from LPS-stimulated Stat3+/+ and Stat3−/− cDC1s. n = 4. d,e, Fluorescence-activated cell sorting (FACS; left) and mean fluorescence intensity (MFI; right) of MHCI (d) and MHCII (e) in Stat3+/+ and Stat3−/− cDC1s. Data are mean ± s.e.m., n = 3; **P = 0.0084 (d) and *P = 0.0125 (e), unpaired two-tailed t-test. f,g, FACS and MFI of CD80 (f) and CD86 (g) in Stat3+/+ or Stat3−/− cDC1s. Data are mean ± s.e.m., n = 3; **P = 0.0098 (f) and *P = 0.0453 (g), unpaired two-tailed t-test. h,i, Immunoblots of transcription factors in JAWSII cells cultured with GM-CSF and transfected with shGmrβ (h) or shJak2 (i). n = 3. j,k, Immunoprecipitation with anti-GMRβ (j) or anti-JAK2 (k) shows the interaction between GMRβ and transcription factors in activated Stat3+/+ and Stat3−/− cDC1s. n = 2. l,m, FACS analysis of MHCII (l) and IL-12 enzyme-linked immunosorbent assay (ELISA; m) in Stat3+/+ and Stat3−/− cDC1s cultured with STAT5i. Data are mean ± s.e.m., n = 3, **P = 0.0079 (l); n = 4, ****P < 0.0001 (m); one-way ANOVA. n–q, Heat map comparing expression of DC maturation genes in Stat3+/+ versus Stat3−/− cDC1s as z-scores (n) or calculated with EdgeR (o), and GSEA shows differences in expression of genes associated with antigen processing and presentation (p) and IL-12 production (q). NES, normalized enrichment score. r,s, RNA-seq analysis of LPS-stimulated Stat3+/+ and Stat3−/− cDC1s shows changes in genes associated with multiple signalling pathways (r) and STAT5 signalling (s). t–w, ChIP–qPCR shows promoter occupancy of H2-D1 (t), H2-Eb1 (u), Cd80 (v) and Cd86 (w) in LPS-treated Stat3+/+ or Stat3−/− cDC1s. Data are mean ± s.e.m. fold change over control, n = 3; **P = 0.0017 (t), ***P = 0.0003 (u), *P = 0.0271 (v) and **P = 0.0074 (w); one-way ANOVA.
Source data
To explore how STAT5 activation is regulated in DCs, we assessed the expression profile of a range of cytokine receptors that are capable of activating STAT5, including the receptors for IL-2, IL-3, IL-5, IL-7, IL-15, IL-21 and GM-CSF, in cDC1s. Among these cytokine receptors, we detected higher transcript levels of GM-CSF receptors, Gmrα (also known as Csf2ra) and Gmrβ (also known as Csf2rb), compared with other cytokine receptors in cDC1s (Extended Data Fig. 2i). Knocking down GMRβ with specific shRNAs resulted in a decrease in phosphorylation of JAK2, STAT5 and STAT3 (Fig. 2h), but not of JAK1, TYK2, JAK3 and STAT1 in JAWSII cells cultured with GM-CSF (Extended Data Fig. 2j). Moreover, knocking down JAK2 caused a profound reduction of pSTAT5 and a moderate reduction of pSTAT3, but not pSTAT1, in JAWSII cells in response to GM-CSF (Fig. 2i). GM-CSF stimulation induced the phosphorylation of JAK2, but not JAK1, JAK3 or TYK2 in JAWSII cells (Extended Data Fig. 2k). Similar findings have been reported in human neutrophils33. Thus, GM-CSF and signalling pathways downstream of the GM-CSF receptor may regulate STAT5 activation via JAK2 in DCs.
We next investigated whether STAT3 is involved in the GMR–JAK2–STAT5 axis in DCs. We found that Stat3−/− and Stat3+/+ cDC1s expressed similar levels of GM-CSF (Extended Data Fig. 2l) and GMRβ (Extended Data Fig. 2m). Then, we performed a reciprocal co-immunoprecipitation assay with anti-GMRβ and anti-JAK2 in Stat3−/− and Stat3+/+ cDC1s. Co-immunoprecipitation experiments demonstrated the co-existence of GMRβ, JAK2 and STAT5 in activated cDC1s (Fig. 2j,k). Despite similar levels of GMRβ and JAK2 in the co-immunoprecipitation products of Stat3−/− and Stat3+/+ cDC1s (Fig. 2j,k), genetic deletion of STAT3 led to an increase in the interaction between GMRβ and STAT5 (Fig. 2j) and between JAK2 and STAT5 (Fig. 2k). shStat3 JAWSII cells (Fig. 2a) and Stat3−/− cDC1s (Fig. 2b) expressed higher levels of pSTAT5 than their counterparts. The data suggest that STAT3 may restrain the GMRβ–JAK2–STAT5 signalling pathway, thereby affecting DC phenotype and function in vitro (Fig. 2d–g and Extended Data Fig. 2h). Given that increased IL-6 and activated STAT3 are often observed in the TME, we assessed the expression of IL-6 and its receptors in human and mouse DCs. IL-6-expressing DCs represented a negligible fraction among IL-6-positive cells from patients with TNBC30 (cohort 3) (Extended Data Fig. 2n). Mouse Stat3+/+ and Stat3−/− cDC1s expressed low levels of IL-6 (Extended Data Fig. 2o,p). Moreover, cDC1s expressed similar amounts of IL-6 receptor transcripts (Il6ra and Il6st) (Extended Data Fig. 2q,r) and proteins (IL-6Rα and GP130) (Extended Data Fig. 2s) in Stat3+/+ and Stat3−/− cDC1s. These results suggest that a paracrine-activated IL-6–STAT3 pathway regulates the GMRβ–JAK2–STAT5 signalling pathway in DCs, affecting DC phenotype in the TME.
To validate this possibility in vivo and elucidate the biological involvement of JAK2, we treated B16F10 or MC38 colon carcinoma-bearing Stat3−/− and Stat3+/+ mice with the JAK2 inhibitor FLLL32. As expected, Stat3−/− cDC1s expressed higher levels of pSTAT5 (Extended Data Fig. 2t,u) and maturation markers compared with Stat3+/+ cDC1s (Extended Data Fig. 2v–x), whereas treatment with FLLL32 abolished this effect (Extended Data Fig. 2t–x). Then, we treated Stat3−/− and Stat3+/+ cDC1s with the STAT5 inhibitor STAT5i34. We observed higher expression levels of MHCII (Fig. 2l) and IL-12 (Fig. 2m) in Stat3−/− cDC1s than in Stat3+/+ cDC1s, and these effects were abolished by the STAT5i (Fig. 2l,m). Therefore, STAT3 may restrain JAK2-mediated STAT5 activation in DC1s and the functional maturation of these cells.
To complement these observations and systemically explore how STAT3 regulates DC phenotype, we conducted RNA-seq analysis of Stat3+/+ and Stat3−/− cDC1s. We observed a noticeable difference in the expression levels of maturation- and function-related genes between Stat3+/+ and Stat3−/− cDC1s (Fig. 2n,o). Gene set enrichment analysis (GSEA) also showed a positive enrichment of maturation and function signatures in differentially expressed genes in Stat3−/− cDC1s relative to Stat3+/+ cDC1s, including antigen processing and presentation (Fig. 2p), IL-12 production (Fig. 2q), CCR chemokine receptor binding (Extended Data Fig. 2y) and IFNγ-production pathways (Extended Data Fig. 2z). Consistently, the top upregulated canonical pathways in response to lipopolysaccharide (LPS) in Stat3−/− cDC1s compared with Stat3+/+ cDC1s included antigen presentation, DC maturation and interferon signalling (Fig. 2r). Differential gene expression analysis revealed that genes associated with the STAT5 pathway were upregulated with LPS treatment in Stat3−/− cDC1s compared with Stat3+/+ cDC1s (Fig. 2s). Furthermore, STAT5 chromatin immunoprecipitation followed by quantitative PCR (ChIP–qPCR) analysis revealed enhanced STAT5 binding at the promoter sites of H2-D1 (Fig. 2t), H2-Eb1 (Fig. 2u), Cd80 (Fig. 2v) and Cd86 (Fig. 2w) in Stat3−/− cDC1s compared with Stat3+/+ cDC1s. Thus, STAT3 inhibits DC1 maturation and function in a JAK2–STAT5-dependent transcriptional manner.
STAT3 dampens DC1-mediated tumour immunity
We next investigated the role of STAT3 in DC1-mediated anti-tumour response. We primed OT-I cells with Stat3+/+ and Stat3−/− cDC1s with the SIINFEKL peptide (Fig. 3a–d) or without antigen (Extended Data Fig. 3a–d), and subsequently assessed T cell response. We observed that Stat3−/− cDC1s induced increased proliferation (Fig. 3a), effector cytokine expression (Fig. 3b,c) and GZMB production (Fig. 3d) compared with Stat3+/+ cDC1s. These effects were not observed in the absence of SIINFEKL peptide-loaded cDC1s (Extended Data Fig. 3a–d).
Fig. 3: STAT3 dampens DC1-mediated immunity.

a–d, OT-I cells were cultured with Stat3+/+ or Stat3−/− cDC1s in the presence of SIINFEKL peptides. a–d, FACS analysis of Ki-67+ (a), IFNγ+ (b), TNF+ (c) and GZMB+ (d) T cells. Data are mean ± s.e.m., n = 4; ****P < 0.0001 (a–c) and **P = 0.009 (d), unpaired two-tailed t-test. e–r, MC38 tumours were inoculated into Stat3+/+ and Stat3−/− mice. e–g, Tumour volume (e), images (f) and mass (g). h–r, FACS analysis of pSTAT5 (h–j), MHCII (k,l) and CD86 (m,n) in tumour-infiltrating cDC1s, and the percentage of tumour-infiltrating IFNγ+ (o,p) and GZMB+ (q,r) CD8+ T cells. One representative flow histogram or dot plot is shown (h,k,m,o,q). Data are mean ± s.e.m., n = 5 (e,g), n = 3 (i,j,r) and n = 4 (l,n,p); ****P < 0.0001 (e) **P = 0.0067 (g), *P = 0.0144 (i), *P = 0.0198 (j), *P = 0.0231 (l), **P = 0.003 (n), *P = 0.0223 (p) and *P = 0.0405 (r); two-way ANOVA (e), unpaired two-tailed t-test (g,i,j,l,n,p,r). s–z, B16F10 tumours were inoculated into Stat3+/+ and Stat3−/− mice. s,t, Tumour volume (s) and mass (t). u–z, FACS analysis of MHCII (u,v) and CD86 (w,x) in tumour-infiltrating cDC1s, and the percentage of tumour-infiltrating IFNγ+ (y) and GZMB+ (z) CD8+ T cells. One representative flow histogram or dot plot is shown (u,w,y,z). Data are mean ± s.e.m., n = 5 (s,t), n = 3 (v,x) and n = 4 (y,z); **P = 0.0018 (s), *P = 0.045 (t), *P = 0.0197 (v), **P = 0.0015 (x), ***P = 0.0005 (y) and **P = 0.0085 (z); two-way ANOVA (s), unpaired two-tailed t-test (t,v,x–z).
Source data
To explore the in vivo effect of STAT3 on DCs in response to tumour challenge, we inoculated MC38 cells subcutaneously into Stat3+/+ and Stat3−/− mice. Loss of STAT3 in cDC1s resulted in reduced tumour progression compared with Stat3+/+ mice, as indicated by tumour size (Fig. 3e,f) and mass (Fig. 3g). To examine whether STAT3 deficiency affected STAT5 activation in intratumoral cDC1s, we gated on tumour-infiltrating cDC1s and detected higher levels of STAT5 activation in Stat3−/− cDC1s than in Stat3+/+ cDC1s (Fig. 3h–j and Extended Data Fig. 3e). Genetic deletion of STAT3 in cDC1s led to a marked increase in the interaction between JAK2 and STAT5 in cDC1s in the TME (Extended Data Fig. 3f). Stat3−/− cDC1s in the TME (Fig. 3k–n) and tumour-draining lymph nodes (TDLNs) (Extended Data Fig. 3g–j) exhibited higher expression levels of MHCII and CD86 compared with Stat3+/+ cDC1s. This was accompanied by enhanced effector T cell responses in the TME and TDLN, as indicated by higher percentages of IL-2+ (Extended Data Fig. 3k–o), IFNγ+ (Fig. 3o,p and Extended Data Fig. 3p,q) and GZMB+ (Fig. 3q,r) CD8+ T cells in Stat3−/− mice compared with Stat3+/+ mice.
We extended our studies to B16F10 melanoma, a less immunogenic type of tumour. Again, B16F10 tumours progressed more slowly in Stat3−/− mice compared with Stat3+/+ mice (Fig. 3s,t). B16F10 tumour-infiltrating Stat3−/− cDC1s exhibited higher levels of maturation and function markers compared with Stat3+/+ cDC1s (Fig. 3u–x and Extended Data Fig. 3r–u). Moreover, we also observed higher percentages of IFNγ+ (Fig. 3y), GZMB+ (Fig. 3z), IL-2+ (Extended Data Fig. 3v,w) and TNF+ (Extended Data Fig. 3x,y) CD8+ T cells in the TME in Stat3−/− mice than in Stat3+/+ mice. Thus, STAT3 deficiency in DCs enhances T cell function, leading to improved tumour control in vivo.
STAT3 degraders for treatment of advanced tumours
STAT3 has been pursued as a cancer therapeutic target5,35. Small-molecule inhibitors or oligonucleotides have been developed to target STAT35, with limited clinical success35. An indirect strategy to target STAT3 is through inhibition of JAK2 activity, such as with pacritinib5. However, JAK2 inhibition may affect the positive effects of STAT5 on DC1s (as we show here) and T cells24. Thus, we used SD-36, a highly selective and effective PROTAC degrader of the STAT3 protein36 (Extended Data Fig. 4a). We treated cDC1s with SD-36 and observed a dose-dependent reduction in the amount of STAT3 protein (Fig. 4a). Next, we treated Stat3+/+ and Stat3−/− cDC1s and subsequently stimulated them with LPS. We observed enhanced STAT5 activation in Stat3+/+ cDC1s treated with SD-36 (Fig. 4b). Knocking out Stat3 led to increased STAT5 activation, and the addition of SD-36 did not further increase STAT5 activation in Stat3−/− cDC1s (Fig. 4b). To pharmacologically validate our genetic studies on the role of STAT3 in DCs (Fig. 2 and Extended Data Fig. 2), we performed a reciprocal co-immunoprecipitation assay with anti-GMRβ and anti-JAK2 in cDC1s treated with SD-36. Pharmacological degradation of STAT3 by SD-36 led to a dose-dependent increase in the interaction between GMRβ and STAT5 (Fig. 4c) and between JAK2 and STAT5 (Fig. 4d). Moreover, DCs treated with SD-36 exhibited increased expression of MHCI (Fig. 4e,f), MHCII (Fig. 4g,h), CD80 (Fig. 4i,j) and CD86 (Fig. 4k,l) compared with the control group. As genetically knocking down STAT3 caused a slight increase in pSTAT1 in JAWSII cells (Fig. 2a), we tested whether STAT1 is involved in SD-36-mediated modification of DC phenotype. Knocking down STAT1 (Extended Data Fig. 4b) had no effect on the expression of MHCI (Extended Data Fig. 4c), MHCII (Extended Data Fig. 4d) or CD80 (Extended Data Fig. 4e) compared with the control group, and SD-36 remained equally effective in enhancing the expression of these DC maturation molecules in shStat1 JAWSII cells and wild-type JAWSII cells (Extended Data Fig. 4c–e). Genetic deletion of STAT1 (Extended Data Fig. 4f) had no effect on STAT5 activation in cDC1s (Extended Data Fig. 4g), as shown in Stat1+/+ and Stat1−/− cDC1s. Stat1+/+ and Stat1−/− cDC1s expressed similarly high levels of MHCI, MHCII and CD80 in response to SD-36 (Extended Data Fig. 4h–j). Thus, depletion of STAT3 improves DC function via STAT5 activation.
Fig. 4: STAT3 degraders for treatment of advanced tumours.

a, Immunoblot showing STAT3 expression in mouse cDC1s treated with different concentrations of SD-36 in vitro. b, Immunoblot showing expression of pSTAT5 and STAT5 in cDC1s from Stat3+/+ and Stat3−/− mice treated with SD-36 (200 nM) for 48 h and LPS (20 ng ml−1) for 1 h. In a,b, one of three experiments is shown. c,d, cDC1s were treated with different doses of SD-36 for 24 h and were immunoprecipitated (IP) with anti-GMRβ (c) or anti-JAK2 (d). The immunoprecipitation shows the interaction between GMRβ, JAK2, STAT3 and STAT5 in cDC1s. One of two experiments with repeats is shown. e–l, FACS analysis of MHCI (e,f), MHCII (g,h), CD80 (i,j) and CD86 (k,l) on cDC1s treated with SD-36 (e–h) and SD-36 plus LPS (i–l). Representative histograms are shown. Data are mean ± s.e.m., n = 4; *P = 0.0241 (h), *P = 0.023 (j), *P = 0.0329 (l) and **P = 0.0015 (f), unpaired two-tailed t-test. m–p, Mice were inoculated with 4T1 (m), MC38 (n), ID8 (o) or LLC (p) cells and were treated with SD-36 (20 mg kg−1) every 3 days, and tumour volumes were monitored. Data are mean ± s.e.m.; n = 6 (m,p) and n = 5 (n,o); **P = 0.0021 (p) and ****P < 0.0001 (m–o), two-way ANOVA. q–r. Mice bearing CT26 tumours (500 mm3 per tumour) were treated with SD-36 or vehicle and tumour volumes (q) and mouse survival (r) were monitored. Data are mean ± s.e.m.; n = 8; *P = 0.0111 (r), log-rank test. s,t, Luciferase radiance images (s) and total fluxes of metastatic 4T1 tumours (t) from mice treated with SD-36. Data are mean ± s.e.m.; vehicle: n = 5, SD-36: n = 6; *P = 0.0348, two-way ANOVA.
Source data
We examined the role of SD-36 in the tumour immune response in vivo. We inoculated B16F10 melanoma into C57BL/6J mice and treated them with different doses of SD-36. SD-36 at 10 mg kg−1 moderately but significantly slowed down B16F10 tumour progression compared with controls (Extended Data Fig. 4k). We observed a marked inhibitory effect of SD-36 at 20 mg kg−1 on tumour growth in mice bearing 4T1 mammary carcinoma (Fig. 4m), MC38 colon carcinoma (Fig. 4n and Extended Data Fig. 4l,m), ID8 ovarian cancer (Fig. 4o) or Lewis lung carcinoma (LLC) (Fig. 4p). Consistently, we observed that mice treated with SD-36 at 100 mg kg−1 also exhibited a slower rate of progression of B16F10, CT26 and EMT6 tumours compared with the control group (Extended Data Fig. 4n–p) and had no obvious effect on the body weight of these mice (Extended Data Fig. 4q–s). Thus, SD-36 monotherapy attenuates the growth of multiple tumours including LLC, an ICB-resistant tumour37. Large, metastatic cancers are often resistant to ICB38,39. We initiated the treatment with SD-36 in CT26 tumour-bearing mice with tumour volumes greater than 500 mm3. Of note, SD-36 remained therapeutically effective at this late stage (Fig. 4q and Extended Data Fig. 4t,u) as shown by increased mouse survival compared with the control group (Fig. 4r). Finally, we treated 4T1 metastatic tumour-bearing mice with SD-36. This treatment effectively reduced metastatic 4T1 tumour volume (Fig. 4s,t). Thus, SD-36 monotherapy is effective in treating advanced, metastatic and ICB-resistant cancers.
STAT3 degradation in DCs boosts immunity
We next studied whether the anti-tumour effect of SD-36 was immune- and/or DC-dependent. To this end, we treated MC38 tumour-bearing NOD.SCID γcnull (NSG) mice with a low dose of SD-36 (20 mg kg−1). This dose of SD-36 had no effect on tumours, as shown by tumour volume (Fig. 5a) and mass (Fig. 5b) in NSG mice. A high dose of SD-36 (100 mg kg−1) had a modest but significant inhibitory effect on tumour progression in NSG mice (Extended Data Fig. 5a). Given that both innate and adaptive immunity are deficient in NSG mice, we treated MC38-bearing Rag1−/− mice, which have functional innate immunity, with SD-36. Similarly, a low dose of SD-36 (20 mg kg−1) did not have any effect on tumour volume (Fig. 5c), weight (Fig. 5d) or appearance (Fig. 5e) in Rag1−/− mice. Thus, the therapeutic effect of SD-36 is dependent on an intact adaptive immune system. We treated MC38-bearing wild-type mice with anti-CD8 antibody to deplete CD8+ T cells (Extended Data Fig. 5b). CD8+ T cell depletion resulted in the loss of SD-36 therapeutic effectiveness (Fig. 5f). Indeed, SD-36 treatment increased the fraction of CD8+ T cells that express TNF (Fig. 5g,h), IFNγ (Fig. 5i,j) and GZMB (Fig. 5k,l) in 4T1 tumours and TDLNs (Extended Data Fig. 5c–f) and LLC (Extended Data Fig. 5g–r). Thus, STAT3 degradation enhances CD8+ T cell-mediated anti-tumour efficacy.
Fig. 5: STAT3 degradation in DCs boosts immunity.

a–e, Tumours in MC38-bearing NSG (a,b) and Rag1−/− mice (c–e) treated with SD-36 were monitored. n = 5 (a,b) and n = 6 (c,d); two-way ANOVA (a,c) and unpaired two-tailed t-test (b,d). Scale bar, 1 cm. NS, not significant. f, Tumour volume was monitored in MC38-bearing mice treated as indicated. Data are mean ± s.e.m., n = 6; **P = 0.0018, two-way ANOVA. g–l, FACS analysis of 4T1-infiltrating TNF+ (g,h), IFNγ+ (i,j) and GZMB+ (k,l) CD8+ T cells from mice treated with SD-36. Data are mean ± s.e.m., n = 6; *P = 0.0175 (h), *P = 0.0232 (j) and *P = 0.0404 (l), unpaired two-tailed t-test. m,n, Tumour volumes were monitored in Batf3−/− and wild-type mice bearing MC38 (m) or B16F10 (n) tumours and treated with SD-36. Data are mean ± s.e.m.; n = 5 (m), and n = 8 (n); *P = 0.0158 (m) and *P = 0.0126 (n), two-way ANOVA. o, FACS analysis of STAT3 expression in different cell types from LLC-bearing mice. Data are mean ± s.e.m., n = 4; ****P < 0.0001, one-way ANOVA. p–r, FACS analysis of pSTAT3 (p,q) and pSTAT5 (r) in MC38-infiltrating cDC1s from mice treated with SD-36. Data are mean ± s.e.m., n = 5; *P = 0.0335 and ***P = 0.0002, unpaired two-tailed t-test. s–u, FACS analysis of MHCI (s), MHCII (t) and CD80 (u) in B16F10-infiltrating cDC1s from mice treated with SD-36. Data are mean ± s.e.m., n = 5; **P = 0.0021 (s), **P = 0.0035 (t) and **P = 0.0023 (u), unpaired two-tailed t-test. v, Tumour volume in B16F10-bearing Stat3+/+ and Stat3−/− mice treated with SD-36. Data are mean ± s.e.m., n = 7; **P = 0.0067 and ***P = 0.0006, two-way ANOVA. w, B16F10-bearing Batf3−/− mice were transferred with Stat3+/+ and Stat3−/− cDC1s and treated with SD-36, and tumour volume was monitored. Data are mean ± s.e.m., n = 7; **P = 0.0094, two-way ANOVA. x, Stat5+/+ and Stat5−/− cDC1s were transferred into MC38-bearing Batf3−/− mice, treated with SD-36, and tumour volume was monitored. Data are mean ± s.e.m., n = 7; ****P < 0.0001, two-way ANOVA. y,z, Tumour volume was monitored in mice bearing MC38 (y) and B16F10 (z) tumours and treated as indicated. Data are mean ± s.e.m.; n = 6 (y) and n = 7 (z); **P = 0.0094 (z) and ***P = 0.0009 (y), two-way ANOVA.
Source data
To investigate whether DC1s were involved in the therapeutic efficacy of SD-36, we treated tumour-bearing Batf3−/− mice lacking cDC1s40. The anti-tumour efficacy of SD-36 therapy was absent in Batf3-deficient mice bearing MC38 (Fig. 5m), B16F10 (Fig. 5n) or LLC (Extended Data Fig. 5s) tumours. STAT3 was highly expressed in intratumoral DCs in wild-type mice bearing LLC tumours (Fig. 5o), and SD-36 treatment resulted in a rapid and efficient degradation of STAT3 protein in DCs compared with tumour cells (Extended Data Fig. 5t). Of note, the intracellular concentration of SD-36 was four times higher in DCs than in tumour cells (Extended Data Fig. 5u). These results suggest that SD-36 effectively induces degradation of STAT3 in DCs to achieve its therapeutic efficacy in vivo.
Next, we found that SD-36 treatment reduced pSTAT3 and increased pSTAT5 in MC38 tumour-infiltrating cDC1s (Fig. 5p–r). We also observed enhanced STAT5 activation in DCs isolated from the spleens of MC38-bearing mice after SD-36 treatment (Extended Data Fig. 5v). SD-36 treatment increased DC maturation and function markers in cDC1s in B16F10 tumours (Fig. 5s–u).
We examined whether STAT3 in DCs is a direct functional target of SD-36 therapy in vivo in tumour-bearing mice. We treated B16F10-bearing Stat3+/+ and Stat3−/− mice with SD-36. SD-36 treatment inhibited tumour growth in Stat3+/+ mice, whereas this effect was abolished in Stat3−/− mice (Fig. 5v). Similar results were observed in MC38 tumour-bearing mice (Extended Data Fig. 5w). We next transferred Stat3+/+ or Stat3−/− cDC1s into B16F10 or MC38 tumour-bearing Batf3−/− mice and treated these mice with SD-36. Again, SD-36 improved the anti-tumour effect in Batf3−/− mice that received Stat3+/+ cDC1s, but not in those that received Stat3−/− cDC1s (Fig. 5w, Extended Data Fig. 5x).
We used STAT5i34 to assess the interplay between STAT3 and STAT5 in DCs (Fig. 2l,m). STAT5i can have off-target effects. To genetically validate whether STAT5 in DCs contributes to SD-36-mediated anti-tumour immunity, we transferred Stat5b−/− cDC1s or Stat5b+/+ cDC1s into MC38 tumour-bearing Batf3−/− mice and treated these mice with SD-36. SD-36 effectively controlled tumour progression in mice receiving Stat5b+/+ cDC1s, but not Stat5b
−/− cDC1s (Fig. 5x). Therefore, SD-36 reprograms key transcription factors in cDC1s by degrading STAT3 and enhancing STAT5 signalling, thereby inducing potent anti-tumour immunity in vivo.
Finally, we examined whether SD-36 could synergize with ICB. To this end, we treated mice bearing MC38 or B16F10 tumours with PD-L1 monoclonal antibody, SD-36 or both. Anti-PD-L1 inhibited MC38 tumour growth but had no effect on B16F10 tumours, whereas SD-36 monotherapy efficiently slowed down MC38 and B16F10 tumour growth. The combined treatment profoundly inhibited progression of MC38 and B16F10 tumours (Fig. 5y,z). We further tested SD-36 in human DC-mediated T cell activation in the context of ICB. We isolated DCs from fresh human ovarian cancer tissues and treated these DCs with SD-36 and/or anti-human PD-L1 monoclonal antibody, and co-cultured these DCs with T cells. Treatment with SD-36 or anti-PD-L1 increased the numbers of polyfunctional human T cells, as shown by GZMB+IFNγ+ (Extended Data Fig. 6a). The combined treatment additionally upregulated the levels of polyfunctional T cells (Extended Data Fig. 6a,b).
To further investigate degradation of STAT3 as a potential immunotherapeutic strategy, we have developed SD-2301, another highly potent and selective STAT3 degrader (Extended Data Fig. 6c). In contrast to SD-36, which engaged the cereblon–cullin 4A complex for induced STAT3 degradation, SD-2301 used a high-affinity VHL ligand to recruit VHL–cullin 2 for STAT3 degradation. SD-2301 effectively degraded STAT3 in DCs in vitro (Extended Data Fig. 6d). Treatment with SD-2301 resulted in a potent STAT3 degradation in DCs in vivo in B16F10 tumour-bearing mice (Extended Data Fig. 6e). Of note, SD-2301 exhibited four- to five-fold improved potency compared with SD-36 towards STAT3 degradation in DCs (Extended Data Fig. 6f). An efficacy experiment showed that 5 mg kg−1 SD-2301 was effective in reducing B16 tumour progression and was four times more potent than SD-36 (Extended Data Fig. 6g). Treatment with SD-2301 also increased the number of effector CD8+ T cells, as shown by IFNγ (Extended Data Fig. 6h,i) and GZMB (Extended Data Fig. 6j,k) expression. In line with this, SD-2301 treatment increased DC maturation and function markers in cDC1s in B16F10 tumours (Extended Data Fig. 6l–n). Treatment with SD-2301 had no effect on CD31+ blood vessel densities in B16F10 (Extended Data Fig. 6o) and MC38 (Extended Data Fig. 6p) tumour tissues and did not affect the body weight of mice bearing B16F10 tumours (Extended Data Fig. 6q).
In addition, whereas anti-PD-L1 monotherapy had no effect on B16F10 tumour growth, combined SD-2301 and anti-PD-L1 synergistically inhibited tumour growth (Extended Data Fig. 6r). In the MC38 tumour model, anti-PD-L1 or SD-2301 monotherapy effectively inhibited tumour growth, and the combined therapy profoundly suppressed MC38 tumour progression (Extended Data Fig. 6s). Accordingly, SD-2301 treatment increased the proportion of MC38 tumour neoantigen-specific (KSPWFTTL) tetramer+CD8+ T cells compared with the control treatment (Extended Data Fig. 6t,u). These results highlight that SD-2301 may enhance DC-mediated antigen specific T cell priming and presentation in vivo.
Next, we explored whether DC1s and STAT3 are direct cellular and molecular targets of SD-2301 therapy in vivo. To address this, we treated B16F10-bearing Stat3+/+ and Stat3−/− mice with SD-2301. As expected, SD-2301 treatment inhibited tumour growth in Stat3+/+ mice, whereas this effect was abolished in Stat3−/− mice (Extended Data Fig. 6v). The anti-tumour efficacy of SD-2301 therapy was absent in Batf3-deficient mice bearing MC38 tumours (Extended Data Fig. 6w). These results indicate that cDC1s have a key role in the therapeutic efficacy of SD-2301 in vivo.
Pharmacokinetic evaluation showed that SD-2301 had an excellent pharmacokinetic profile in mice, as characterized by a slow clearance and high plasma exposure (Extended Data Fig. 6x). Moreover, SD-2301 was highly potent and selective in inducing degradation of STAT3 over all other STAT proteins in human peripheral blood monocyte cells in vitro (Extended Data Fig. 6y). Together, our results suggest that STAT3 serves as a brake to restrain JAK2-mediated STAT5 activation in DCs and STAT3 degradation in DCs elicits potent anti-tumour immunity, thereby being a promising approach for cancer immunotherapy (Extended Data Fig. 6z).
Discussion
This study offers support for several undocumented perspectives in the field of tumour immunology and immunotherapy. First, STAT3 counteracts STAT5 activation, which restrains DC maturation in the TME. Second, STAT3 degradation is a potential immunotherapeutic modality for treating patients with advanced and ICB-resistant cancer. Third, STAT3 degraders work in an DC-dependent manner, supporting STAT5-mediated DC maturation and function.
DCs prime and activate T cells against cancer cells3,41,42. We found that ICB can reprogram the STAT5 and STAT3 transcriptional pathways in DCs, thereby normalizing DC function in the TME. It has long been thought that DCs are potential immunotherapeutic targets. However, it is challenging to therapeutically manipulate DCs owing to their numeric scarcity, subset diversity and lack of specific molecular targets. Our results suggest that STAT3 is a druggable molecular target in DC1s using our potent and highly selective PROTAC STAT3 degraders.
Despite the identification of STAT3 and STAT5 many years ago20,43,44,45, the interplay between STAT3 and STAT5 signalling pathways in specific immune cells remain poorly understood. STAT3 is frequently activated in the TME owing to abundant stimulating factors, including IL-6, IL-10 and VEGF20,21, whereas STAT5 is often activated by T cell-derived cytokines, such as GM-CSF and IL-2. Given that T cells are limited or dysfunctional in the TME, the balance between STAT5 and STAT3 in immune cells, including DCs, may be biased towards STAT3 overactivation. In support of this possibility, we demonstrate that there is an imbalance between these two transcriptional pathways in DC1s in the TME, tilting towards an activation in STAT3 over STAT5. At the molecular level, DC1s express high levels of GM-CSF receptor and the STAT3 transcriptional signalling pathway restrains the GMR–JAK2–STAT5 signalling axis in DCs in the TME. The interaction between GMR and JAK2 appears to regulate both the STAT3 and STAT5 transcriptional pathways in DC1s. In support of this possibility, we observed that GM-CSF stimulation or genetically knocking down GM-CSF receptor alters the phosphorylation of JAK2, STAT3 and STAT5, but not JAK1, JAK3, TYK2 and STAT1 in cDC1s. Of note, targeting STAT3 has no effect on the expression levels of GM-CSF and GMRβ but enhances the interaction of GMRβ and JAK2 with STAT5, leading to the phosphorylation of STAT5 and DC maturation. Therefore, STAT3 restrains JAK2-mediated STAT5 activation in DCs, thereby impairing DC1-mediated T cell immunity.
To rescue the STAT3-impaired DC phenotype, we developed two PROTAC molecules (SD-36 and SD-2301) that target STAT3 protein for degradation. There are several key functional characteristics of our STAT3 degraders. First, they are highly selective and efficacious in degrading STAT3. Second, low doses of SD-36 and SD-2301 effectively target DCs. Furthermore, low doses of SD-36 and SD-2301 mediate an immune-dependent anti-tumour effect, whereas high doses of SD-36 can directly control tumour progression in the absence of a functional immune system36. Intriguingly, SD-36 or SD-2301, as a monotherapy, exhibit remarkable efficacy in treating large, advanced tumours and ICB-resistant tumours. Given that the anti-tumour effect of SD-2301 is four to five times more potent than that of SD-36 in degrading STAT3 and it has excellent pharmacokinetics, we are evaluating SD-2301 as a potential drug candidate for clinical development. Notably, although STAT3 degraders efficaciously target DCs, the involvement of STAT3 in other cell types may also influence immune responses in the TME. Together, our study provides strong support for potential human clinical trials of STAT3 degraders in treating patients with large and metastatic tumours and/or ICB-resistant tumours.
Methods
Antibodies, plasmids and reagents
Western blot analyses were performed using primary antibodies at a dilution of 1:1,000 unless otherwise specified. Anti-STAT1 (D1K9Y, 14994), anti-STAT2 (D9J7L, 72604), anti-STAT3 (Rabbit, 79D7, 4904; Mouse, 124H6, 9139), anti-STAT4 (C46B10, 2653), anti-STAT5 (D2O6Y, 94205), anti-STAT6 (D3H4, 5397), anti-JAK1 (6G4, 3344), anti-JAK2 (D2E12, 3230), anti-JAK3 (D7B12, 8863), anti-TYK2 (E9H4T, 35615), anti-p65 (D14E12, 8242), anti-CD80 (E6J6N, 54521), anti-CD86 (E5W6H, 19589), anti-IL-6Rα (E7H4J, 39837), anti-GP130 (3732), anti-pSTAT1 (58D6, 9167), anti-pSTAT3 (D3A7, 9145), anti-pSTAT5 (D47E7, 4322), anti-pSTAT6 (D8S9Y, 56554), anti-pJAK1 (D7N4Z, 74129), anti-pJAK2 (C80C3, 3776), anti-pJAK3 (D44E3, 5031), anti-pp65 (93H1, 3033) and anti-β-actin (4967) were from Cell Signaling Technology. Anti-JAK2 (C-10, sc-390539), anti-GMRβ (F-12, sc-393281) and anti-β-actin (C4, sc-47778) were from Santa Cruz Biotechnology. Anti-pTYK2 (PA5-37762) was from Invitrogen. HRP horse anti-mouse IgG antibody (PI-2000, 1:5,000) and HRP goat anti-rabbit IgG (PI-1000, 1:5,000) were from Vector Laboratories.
For the in vivo experiments, anti-mouse CD8 (clone YTS 169.4, BE0117), anti-mouse PD-L1 (clone 10F.9G2, BE0101) and anti-IgG2b (clone LTF-2, BE0090) were from BioXcell. SD-36 and SD-2301 were designed and synthesized in our laboratory. FLLL32 (JAK2 inhibitor X, 5301530001) and STAT5 inhibitor (573108) were purchased from Sigma-Aldrich. Plasmids expressing shRNAs targeting Stat3 (TRCN0000071453, TRCN0000301946), Stat1 (TRCN0000054924), Jak2 (TRCN0000023649, TRCN0000023651, TRCN0000023652) and Gmrβ (TRCN0000067025, TRCN000067026) were from Sigma-Aldrich.
Cell culture
JAWSII, 293T, B16F10, CT26, EMT6, LLC and 4T1 cells were purchased from the American Type Culture Collection (ATCC). MC38 mouse colon cancer cell line was obtained from the University of Texas Southwestern Medical Center (Y.-X. Fu). Ovarian cancer cell line luciferase-ID8 cells were previously reported24. All cell lines were tested for mycoplasma contamination by MycoAlert Mycoplasma Detection kit and confirmed negative for Mycoplasma.
The 293T cells were transfected with packaging plasmids and non-targeting lentivirus vector, or a lentivirus vector encoding shRNAs targeting Stat3, Stat1, Jak2 or Gmrβ. The virus-containing supernatant was collected 48 h after transfection. JAWSII cells were transfected with the lentivirus. Then the cell lysates were analysed by immunoblotting.
Bone marrow-derived dendritic cells
Bone marrow was collected from the femurs and tibias of mice. Red blood cells were lysed using ACK lysis buffer. Bone marrow-derived DCs (BMDCs) were generated with GM-CSF (20 ng ml−1) and FLT3 ligand (100 ng ml−1) in IMDM (Iscove’s Modified Dulbecco’s Medium; Gibco, 12440-053) supplemented with 10% FBS, 1% penicillin-streptomycin and 55 μΜ β-mercaptoethanol for 7–10 days. BMDCs were either sorted as cDC1s (CD11c+XCR1+) using a FACSAria flow cytometry sorter (BD Biosciences) or purified using biotin anti-mouse XCR1 antibody (BioLegend,148212) and anti-biotin microbeads (Miltenyi Biotec, 130-090-485) following the manufacturer’s protocols for subsequent experiments. Primary cell cultures were tested to be mycoplasma-free by MycoAlert Mycoplasma Detection kit.
ELISA
Culture media were collected from Stat3+/+ and Stat3−/− cDC1s and centrifuged at 8,000g for 5 min. GM-CSF (MGM00) and IL-6 (DY406) were detected in the culture supernatants using the ELISA kit.
CD8 depletion
CD8+ T cells were depleted with anti-CD8 (YTS 169.4, BioXCell) antibodies. Anti-CD8 (100 μg per mouse) antibodies were injected intraperitoneally at the beginning of tumour inoculation and continuously administered every three days.
Drug cellular uptake
DCs and LLC tumour cells were treated with 1 μM SD-36 for 12 h. Then, DCs and LLC (106 each) were centrifuged at 1,500 rpm for 5 min at 4 °C and washed 3 times with ice-cold PBS. The pellets were resuspended in 100 μl of a 50% (v/v) water/methanol solution and subjected to 3 freeze–thaw cycles. After the final thaw cycle, these samples were centrifuged at 14,000 rpm, 4 °C for 20 min, and the supernatant were collected. All samples were submitted to the pharmacokinetics core (University of Michigan) for analysis.
Immunoprecipitation and immunoblot analysis
Cells were lysed in immunoprecipitation lysis buffer (50 mM Tris-HCl pH 7.4, 120 mM NaCl, 1 mM EDTA and 0.5% NP-40) and supplemented with Halt Protease and Phosphatase Inhibitor Cocktail (Thermo Fisher Scientific). Cells were repeatedly passed through a 21-gauge needle with sonication. Then 1,000 µg total cell lysates were incubated with the appropriate antibody (2 µg), with rotation overnight at 4 °C, followed by a 3-h incubation with Protein A/G Sepharose beads (Santa Cruz Biotechnology). Immune complexes were washed three times with wash buffer (20 mM Tris-HCl pH 7.4, 100 mM NaCl, 1 mM EDTA and 0.2% NP-40); then the immunoprecipitated proteins were denatured by the addition of sample buffer (Bio-Rad) and boiled for 10 min, resolved by SDS–PAGE, and immunoblotted with indicated antibodies.
Cells were lysed in RIPA buffer (Thermo Fisher Scientific) supplemented with Halt Protease and Phosphatase Inhibitor Cocktail (Thermo Fisher Scientific). The protein concentrations of cell lysates were determined by BCA protein assay kit (Thermo Fisher Scientific). Equivalent amounts of total cellular protein were separated by SDS–PAGE, transferred to polyvinylidene fluoride membranes, and immunoblotted with the indicated antibodies.
For phospho-antibody array cDC1s were treated with LPS (20 ng ml−1) for 3 h and lysed for protein extraction. Lysates were analysed using the Proteome Profiler Phospho-Kinase Array Kit (R&D Systems, number ARY003C) according to the manufacturer’s instructions. Western blotting data were processed and analysed by image lab 6.1 (Bio-Rad) and ImageJ 1.51n (NIH).
Immunohistochemistry staining
For histological analysis, tissue samples were collected, fixed in 10% formalin (Sigma) and processed for formalin-fixed paraffin-embedded tissue analysis. Four-micrometre paraffin sections underwent heat-induced epitope retrieval. Staining was performed with anti-mouse CD31 antibody (Cell Signaling Technology, D8V9E, 77699, 1:100) using an automated immunostainer (Biocare Intellipath, Biocare Medical). Sections were counterstained with haematoxylin (Biocare Medical), and slides were scanned with the Aperio AT2 Scanner (Leica Biosystems Imaging). Quantification was performed with QuPath v0.5.1.
Quantitative PCR
Total RNA was isolated from cells by column purification (RNeasy Micro Kit, Qiagen) with DNase treatment. cDNA was synthesized using the RevertAid First Strand cDNA Synthesis Kit (Thermo Fisher Scientific) with random hexamer primers. Quantitative PCR was performed on cDNA using Fast SYBR Green Master Mix (Thermo Fisher Scientific) on a QuantStudio 3 Real-Time PCR System (Thermo Fisher Scientific). Gene expression was quantified using specific primers (Extended Data Table 3). Fold changes in messenger RNA expression were calculated with the ΔΔCt method using Actb as an endogenous control. The results are expressed as fold changes normalized to the controls.
Synthesis of SD-2301 and its chemical data
The synthesis of SD-2301 is outlined in scheme 1 (Supplementary Fig. 1). It began with a known compound, 1, which was converted into compound 2 through a two-step process. First, compound 1 was reacted with hept-6-ynoic acid to form an amide, which was then saponified using LiOH in aqueous media to yield acid intermediate 2 in 65% overall yield. Azide 6 was synthesized in 80% yield from commercially available amine 5 using a previously reported method. A click reaction between alkyne acid 2 and azide 6, with sodium ascorbate and CuSO4, resulted in acid intermediate 3 in 78% yield. Amine 7 was prepared from Boc-l-glutamine through a two-step procedure. Initially, Boc-l-glutamine was coupled with substituted benzyl amine in the presence of HATU (hexafluorophosphate azabenzotriazole tetramethyl uronium) and DIPEA (N,N-diisopropylethylamine) in DMF (N,N-dimethylformamide) to form a Boc-protected amide, which was then Boc-deprotected using 4 (N) HCl in DCM to give amine 7 in 70% yield over two steps. The coupling of acid 3 with amine 7 in the presence of HATU and DIPEA in DMF produced a Boc-protected intermediate. This intermediate was then Boc-deprotected using 4 (N) HCl in dioxane to yield amine intermediate 4 in 75% yield over two steps. Finally, compound 4 was converted into SD-2301 in 86% yield through an amide formation reaction with literature known intermediate 8, using HOBt and DIPEA in DMF.
The purity of SD-2301 was confirmed by ultra-performance liquid chromatography (UPLC) to be >99%. UPLC−MS (ESI) m/z: calculated, 683.7 for C64H80N13O15PS2 [M + 2H]+/2; found, 684.09 (Supplementary Fig. 2). Proton nuclear magnetic resonance (1H-NMR) and carbon nuclear magnetic resonance (13C-NMR) spectroscopies were performed on Bruker Advance 400 NMR spectrometers, and chemical shifts are reported in parts per million (ppm) relative to an internal standard (Supplementary Figs. 3 and 4).
In vivo mouse experiments
Animal studies were approved by the Institutional Animal Care and Use Committee at the University of Michigan. All mice were maintained under specific pathogen-free housing (about 22 °C with approximately 40% humidity) on a 12-h dark:12-h light cycle. The following mice (at 6–8 weeks of age) (The Jackson laboratory) were used for this study: C57BL/6J, BALB/cJ, NOD-scid IL2Rγ null (NSG), Rag1tm1Mom (Rag1–/–), C57BL/6-Tg(TcraTcrb)1100Mjb/J (OT-I), B6.129S(C)-Batf3tm1Kmm/J (Batf3−/−), B6.129S(Cg)-Stat1tm1Dlv/J (Stat1−/−), B6(129S4)-Xcr1tm1.1(cre) Kmm/J (Xcr1cre), B6.129S1-Stat3tm1Xyfu/J (Stat3fl/fl) mice and CD-1 mice were obtained from Charles River Laboratories. Stat5b–/– C57BL/6J mice were from the National Institutes of Health (Warren Leonard). Stat3fl/fl mice were crossed with Xcr1cre mice to obtain specific STAT3 deficiency in DC1s (Stat3−/− mice). In-house littermates were used in the control arm when specific mouse strains were generated in-house.
MC38 (2 × 106), CT26 (105), EMT6 (105), B16F10 (2 × 105) and LLC (2 × 105) cells were injected subcutaneously into syngeneic mice. Luciferase-expressing ID8 cells (2 × 106) were injected into the peritoneal cavity of female mice. Luciferase-expressing 4T1 cells (105) were injected into female mouse mammary fat pad. From day 5–7, SD-36 (low doses: 10 or 20 mg kg−1; high dose: 100 mg kg−1) or SD-2301 (5 mg kg−1) was administered intravenously every 3 days. In 4T1 tumour metastasis model, treatment with SD-36 (20 mg kg−1) started on day 14, followed by every 3 days. In some cases, peritoneal tumour-bearing mice were similarly treated with SD-36 (20 mg kg−1) or SD-2301 (5 mg kg−1) or were injected intraperitoneally with FLLL32 (30 mg kg−1) for 24 h. For the ICB experiments, PD-L1 monoclonal antibody or isotype antibody (BioXcell, 200 μg) were administrated intraperitoneally into tumour-bearing mice, starting on day 3, then repeated this treatment every 3 days. For DC1 transfusion experiments, bone marrow-derived cDC1s (2 × 106) were sorted and injected intravenously into tumour-bearing Batf3−/− mice on day −2 and day 8. SD-36 (20 mg kg−1) was administered intravenously every three days, starting on day 5. Tumour inoculation time was considered day 0. Tumour cells were inoculated into age-, sex- and source-matched mice. Tumour size was measured using calipers with a Vernier scale and calculated as previously46.
To evaluate tolerability and toxicity, tumour-bearing C57BL/6J mice received intravenous injections of SD-2301 (5 mg kg−1) every 3 days for 18 days, with body weights were monitored throughout.
For pharmacokinetic evaluation, female CD-1 mice were administered a single intravenous dose of SD-2301 at 5 mg kg−1 with 25% of PCP as the dosing vehicle. Then, 250–300 μl blood samples were collected from 5 min to 24 h. Following centrifugation at 15,000 rpm for 10 min, at least 100 μl of plasma was collected. All samples were analysed by the Pharmacokinetic and Mass Spectrometry core at the University of Michigan. Compound concentrations in plasma were determined using a validated LC-MS/MS method with an internal control. Chromatographic separation was achieved with a Waters XBridge-C18 column (5 cm × 2.1 mm, 3.5 μm) on a Shimadzu HPLC system. Detection was performed on an AB Sciex QTrap 5500 mass spectrometer in positive-ion MRM mode. The mobile phases were 0.1% formic acid in water (A) and in acetonitrile (B). The gradient for B was: 10% (0–0.3 min), increased to 95% at 0.7 min, held for 2.3 min, and returned to 10% for a 2-min re-equilibration. Flow rate was 0.4 ml min−1. Pharmacokinetic parameters were calculated using noncompartmental methods in WinNonlin v.3.2 (Pharsight).
Human studies
All clinical records used in this study were acquired and used with the approval of Institutional Review Boards. Patients (cohort 1) who underwent ICB therapy were recruited from the University of Michigan Hospital, Ann Arbor, MI, USA. Inclusion in the analysis applied to those who were enroled in the Michigan Center for Translational Pathology’s (MCTP) continuous comprehensive clinical sequencing programme39,47,48,49, MI-Oncoseq, and who possessed sequenced libraries of pre-treatment tumours. From the initiation of therapy, overall survival times were measured. Treatment responses were determined according to RECIST1.1 criteria50 and imRECIST51. Integrative clinical sequencing was conducted using standard protocols approved for use in MCTP’s Clinical Laboratory Improvement Amendments-compliant sequencing laboratory, as previously described47,48,52. After purification with the AllPrep DNA/RNA/miRNA kit (Qiagen), total RNA was sequenced using the exome-capture transcriptome platform on an Illumina HiSeq 2000 or HiSeq 2500 in paired-end mode. Quality control, alignment, and expression quantification was executed through the standard clinical RNA-seq pipeline, CRISP53. Read count tables were then normalized into fragments per kilobase million (FPKM) then transcripts per million (TPM) using the edgeR 4.2.2 package54. Gene scores in RNA-seq data were generated using the rank-based inverse normal transformation (INT) as demonstrated previously55. The CTL score and DC1 maturation score were generated using the following respective gene sets: (CD8A, CXCL10, CXCL9, GZMA, GZMB, PRF1, IFNG and TBX21) and (CD40, CD80, CD86, HLA-DQA1, XCR1, CLEC9A, IL12A, IL12B, HLA-DRA and IDO1). STAT5/STAT3 expression was calculated as the ratio of combined TPM of STAT5A and STAT5B (STAT5AB) to STAT3 TPM for all patients (Extended Data Table 1). Stratification was performed at the median STAT5AB/STAT3 TPM ratio and at the median DC1 maturation score. This was performed for cohort 2 (Extended Data Table 2) in each dataset, before combining group-wise. STAT5 pathway INT score was calculated using the GM-CSF reactome gene set (R-HSA-512988). STAT5 pathway/STAT3 was calculated by dividing the INT score by the STAT3 TPM in each respective sample, this value was stratified by the median.
The single-cell RNA-seq analysis of TNBC (cohort 3) (dataset GSE169246) was conducted in R using Seurat (v.4.3.0), ssGSEA, and standard data wrangling and plotting packages. All analyses were carried out after subsetting the data for immunotherapy treatment. DCs were extracted based on the original authors’ annotations. Only cells expressing 200 or more genes in at least 3 cells were included in the analysis, and cells with mitochondrial reads greater than 10% were excluded. The STAT5 signalling score for each cell was calculated by applying the GM-CSF reactome gene set (R-HSA-512988) as input to the enrichIt function from the escape (v.2.0.0) package, which implements ssGSEA. Similarly, the STAT3 signalling score was determined using the same approach. The genes used for the IL-10-driven STAT3 signalling score were obtained from previously reported gene orthologues in murine DCs56. This gene set comprised: RAP1GAP, CAMKK1, CASR, KIF1A, HPCAL4, DRAM1, RAMP2, MT2A, IGFBP6, GATA3, CXCR5, GDA, FAM65C (also known as RIPOR3), PLET1, SOCS3, MUC1 and GBP5. The DC maturation score was computed using the same method with genes canonically associated with DC maturation, including CD40, CD80, CD83, CD86, LAMP3, CCL19, IL12A, IL12B, CCL5, CCL22, CXCL9, CXCL10, NFKB1, NFKB2, NFKBIA, NFKBIB, FSCN1 and CCR7. The binary division of high and low STAT3 signalling scores was determined by visually identifying two distinct clusters. The monocyte-DCs versus conventional DC distinction was determined through a combination of iterative clustering and expression of CD14. The Wilcoxon signed-rank test was used to compare the ssGSEA scores using the stat_compare_means function from the ggpubr (v.0.6.0) package.
For the in vitro human ICB study, lin−CD45+CD11c+MHCII+ DCs were enriched and sorted from fresh cancer tissues of patients with high grade serous ovarian carcinoma. DCs (106 per ml) were pretreated with SD-36 (1 μM), washed, and co-cultured with normal peripheral blood T cells (2 × 106 per ml) in the presence of anti-human PD-L1 (10 μg ml−1), anti-CD3 (2 μg ml−1), and anti-CD28 (1 μg ml−1) for 3 days. T cell cytokine profile was analysed by FACS. For detecting the effect of SD-2301 on STAT members in human immune cells in vitro, normal human peripheral blood mononuclear cells (PBMCs) were treated with SD-2301 for 14 h, followed by immunoblotting to analyse STAT protein levels. Normal human immune cells were collected from commercial buffy coats (Carter BloodCare).
Bulk RNA-seq analysis in mouse DCs
Data processing
cDC1s were purified from BMDCs as described above. The RNA was isolated by column purification (Qiagen, 217048) with DNase treatment. The RNA-seq was conducted by BGI Genomics. Bulk RNA-seq analysis was performed using the edgeR (v.4.2.2) and limma (v.3.60.6) package workflows. Preliminary quality control measures were performed including the filtering of lowly expressed genes, and the calculation and assessment of library sizes across samples. The raw counts were then transformed to log counts per million (CPM) values.
Differential expression analysis
A design matrix was created containing cell population information (Stat3−/− versus Stat3+/+) and then contrasts for pairwise comparisons between Stat3−/− and Stat3+/+ were determined in limma using the makeContrasts function. As an additional normalization measure, removal of heteroscedasticity from the normalized counts data was achieved using the voom function. To identify differentially expressed genes, the mean-variance relationship of the normalized counts was assessed and then the normalized data were modelled as a linear combination of factors and covariates. The cutoff for the P value was P = 0.05. Differential expression analysis was performed on non-treated Stat3−/− versus Stat3+/+ cDC1s and LPS-treated Stat3−/− versus Stat3+/+ cDC1s, respectively.
Gene signature analysis
To assess the DC maturation signature, the log fold change and P values of DC maturation genes reported in the literature including (Cd40, Cd80, Cd83, Cd86, Ido1, Irf7, Tnfsf8, H2-Aa, H2-ab1, Tlr4, Il12b, Il12rb1, Il12rb2 and Cxcl9) was observed from the differential expression analysis results. To assess the significantly upregulated DC maturation pathways, gene set enrichment analysis (GSEA) was performed on the Stat3−/− versus Stat3+/+ differentially expressed genes in R using the gseGO function. To assess the significantly upregulated DC activation pathways in the DCs treated with LPS, GSEA was performed on the LPS-treated Stat3−/− versus Stat3+/+ differentially expressed genes in R using the gseGO function.
Data visualization
The z-score of the normalized counts were computed and plotted as a heat map using GraphPad Prism 10.2.2. DC maturation genes were selected from the differential expression analysis results and the log fold change and P values were plotted using GraphPad Prism 10.2.2. The GSEA plots were generated in R using the gseaplot function. The GSEA dot plot was generated by plotting key pathways from the GSEA results using the dotplot function from clusterProfiler 4.9.2 package. The volcano plot was generated by first performing differential expression analysis of LPS-treated Stat3−/− versus Stat3+/+ cDC1s and plotting log fold changes and P values of genes from the STAT5 pathway curated in the Hallmark pathway Molecular Signature Database (MSigDB).
Chromatin immunoprecipitation
Chromatin immunoprecipitation was performed using the SimpleChIP Enzymatic Chromatin IP Kit (Cell Signaling Technology, 9003s). Sheared chromatin was then immunoprecipitated with STAT5 (Cell Signaling Technology, 94205s) and IgG (Cell Signaling Technology, 2729) antibodies. SYBR green master mix (Applied Biosystems) was used to measure amplification of DNA using QuantStudio 3 Fast Real-Time PCR system (Applied Biosystems). The promoters of gene were quantified using the specific primers (Extended Data Table 3). After normalization to the Input DNA, the amount of output DNA of each target protein was calculated by subtracting that of the IgG control.
Flow cytometry analysis
Single-cell suspensions were prepared from fresh mouse tumour tissues or spleen, and lymphocytes were enriched by density gradient centrifugation. To assess intracellular cytokine production, cells were cultured for 4 h in the presence of phorbol myristate acetate (5 ng ml−1; Sigma-Aldrich), ionomycin (500 ng ml−1; Sigma-Aldrich) and brefeldin A (1: 1000, BD Biosciences). Cells were fixed and permeabilized with the Transcription factor staining buffer set (Invitrogen, 00-5523-00). Cellular phenotypes were assessed multi-parameter flow cytometry panels. Data were acquired on a BD LSRFortessa. Antibodies against the following mouse antigens were used: CD45 (30-F11, HI30), CD90 (53-2.1, 30-H12), CD3 (17A2), CD45R/B220 (RA3-6B2), CD4 (RM4-5, GK1.5), CD8 (53−6.7), IFNγ (XMG1.2), granzyme B (GB11), IL-2 (JES6-5H4), Ki-67 (B56), I-A/I-E (M5/114.15.2), CD80 (16-10A1), CD86 (GL1), H-2Kb (AF6-88.5.5.3), H-2 (M1/42), XCR1 (ZET), TNF (MP6-XT22), CD11c (HL3), phospho-Tyr694-STAT5 (SRBCZX), phospho-Tyr705-STAT3 (13A3-1). Additionally, antibodies against the following human antigens were used: CD8 (RPA-T8), IFNγ (B27) and TNF (MAb11). The strategies for DC gating and in vitro cultures and tissues are shown in Extended Data Figs. 2c and 3e, respectively. The strategy for T cell gating is presented in Extended Data Fig. 3k.
Statistics and reproducibility
Sample sizes were determined based on previously published studies to ensure appropriate statistical power. In vitro experiments were performed in at least two independent replicates. For in vivo studies, each group consisted of a minimum of five mice, which was considered sufficient to detect meaningful biological differences with good reproducibility, and mice were randomized into treatment groups at the start of the experiment. Experiments were not performed in a blinded manner, as knowledge of the treatment groups were necessary to carry out the study. t-tests were used to assess differences between two independent experimental groups, and one-way analysis of variance (ANOVA) was used to compare three or more groups. Two-way ANOVA was applied to compare tumour growth curves. Data are presented as mean ± s.e.m., and statistical significance was defined as P < 0.05 for all tests. All statistical analyses related to these experiments were performed using GraphPad Prism software v.10.2.2.
Kaplan–Meier analysis was conducted to estimate overall survival, with differences between groups assessed using log-rank tests. Cox proportional hazards models were used for multivariate survival analysis. Pearson’s correlation coefficient was applied to evaluate linear correlations between variables, and the Wilcoxon rank-sum test was performed to assess group differences. All P values are two-sided and not adjusted for multiple comparisons. The statistical analyses were conducted using R packages.
Ethics oversight
All human studies were conducted under the oversight and approval of the Institutional Review Board at the University of Michigan Medical School.
Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
Clinical sequencing data are publicly available with raw data available upon request from dbGaP phs000673.v5.p1 (refs. 39,47). RNA-seq data that were newly generated in this study for in vitro analysis have been deposited at the Gene Expression Omnibus (GEO) at NCBI under accession GSE289764. Single-cell RNA-seq data that support the findings of this study were downloaded from GEO accession GSE169246. The two original melanoma RNA-seq datasets were deposited in the European Nucleotide Archive (ENA) under accession PRJEB23709 and in dbGaP under accession phs000452.v2.p1. The processed data for these two melanoma datasets can be found at https://ngdc.cncb.ac.cn/icb/resources. All materials are available from the corresponding authors upon reasonable request. Source data are provided with this paper.
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Extended data figures and tables
Extended Data Fig. 1 Role of DC STAT5 and STAT3 in ICB.
a. The Kaplan Meier (KM) survival curve was plotted to visualize the difference in survival probability between patient stratifications. Cohort 1 patients with ICB unresponsive tumors (sarcoma, lymphoma, prostate cancer, and others) were excluded for analysis. n = 69, p = 0.0374, the CoxPH model calculates the effect of the STAT5 pathway/STAT3 DC maturation (high/high group) on survival outcome relative to STAT5 pathway/STAT3 DC maturation (high/low group) when tumor type is controlled. b-c. KM curves of OS in melanoma patients (cohort 2) treated with ICB, by low or high DC score and the ratio of STAT5 versus STAT3 (DC1HiSTAT5/STAT3Hi, DCHiSTAT5/STAT3Lo, DCLoSTAT5/STAT3Hi, DCLoSTAT5/STAT3Lo). n = 72 (b), n = 42 (c), p = 0.038 (b), p = 0.051 (c) by log-rank test. d. High and low STAT3 gene signaling scores in patients with TNBC (cohort 3). Based on the STAT3 ssGSEA score, two distinct clusters were resolved. e-f. STAT5 and STAT3 gene signatures in DCs in non-responders (cohort 3). STAT5 (e) and STAT3 (f) gene signatures were analyzed in DCs in the post-ICB samples of non-responders compared to their pre-ICB samples. NS, not significant, Wilcoxon Rank-sum test. g. UMAP representations were used to identify different DC subtypes from the integrated scRNA-seq datasets of TNBC (cohort 3). The cells were then color-coded according to their respective DC subtypes. h-s. STAT5 and STAT3 gene signatures in cDCs and moDCs during ICB treatment (cohort 3). STAT5 (h, j, l, m, p, and r) and STAT3 (i, k, n, o, q, and s) gene signatures in cDCs and moDCs were compared between responders and non-responders after ICB treatment in TNBC. *p = 0.036 (m), *p = 0.034 (p), ****p < 0.0001 (h, i, l, q), Wilcoxon Rank-sum test. the central line represents the median. The lower and upper hinges of the box correspond to the 25th and 75th percentiles. The whiskers extend to the smallest and largest values no further than 1.5 * IQR from the hinges. Outliers are plotted as individual points.
Extended Data Fig. 2 STAT3 restrains STAT5-driven DC function.
a-b. Xcr1 Cre knock-in mice express an mCherry fluorescent protein under the control of the Xcr1 promoter in cDC1s. mCherry expression and XCR1-APC-Cy7 staining in DCs from Stat3+/+ and Stat3−/− mice were analyzed by FACS (a). mCherry expression and XCR1-APC-Cy7 staining in DCs (CD11c), B cells (B220), T cells (CD3 and CD90), macrophages (F4/80) from Stat3−/− mice were analyzed by FACS (b). One of four mice is shown. c. Gating strategy for cDC1s (CD11c+XCR1+) in BMDCs. d-g. Phenotype of Stat3−/− mice. The representative images show mouse body size (d), lymphoid organs (e), and T cell subset distribution (f-g) in Stat3+/+ and Stat3−/− mice. h. Western blotting shows CD80 and CD86 expression in Stat3+/+ and Stat3−/− cDC1s. One of three experiments is shown. i. Real time qPCR shows the expression of cytokine receptor mRNAs in mouse cDC1s. mean ± SEM, n = 4, ****p < 0.0001, one-way ANOVA. j. Effect of GMRβ knockdown on the JAK-STAT signaling pathway. JAWSII cells were transfected with shRNAs against Gmrβ or control shRNA and cultured with GM-CSF. Cell lysates were subjected to analysis by immunoblots. One of three experiments is shown. k. Effect of GM-CSF on JAWSII cells. The immunoblots show the expression levels of JAK family members in JAWSII cells. One of three experiments is shown. l-m. Effect of STAT3 deletion on GM-CSF and GMRβ expression in cDC1s. GM-CSF was detected by ELISA in culture supernatants in Stat3+/+ and Stat3−/− cDC1s on day 5 (l). n = 3, NS, not significant, unpaired two-tailed t-test. GMRβ was determined by Western blotting (m). One of three experiments is shown. n. The fractions of IL-6+ DCs (in red) and non-DCs are depicted in the TNBC patient dataset30. o. RNA-seq analysis (from Fig. 2n) shows the expression of Il6 by TPM (Transcripts Per Million) in mouse Stat3+/+ and Stat3−/− cDC1s. n = 4, NS, not significant, unpaired two-tailed t-test. p. Effect of STAT3 deletion on IL-6 expression in cDC1s. IL-6 was detected by ELISA in culture supernatants in Stat3+/+ and Stat3−/− cDC1s on day 4. n = 3, NS, not significant, unpaired two-tailed t-test. q-r. RNA-seq analysis (from Fig. 2n) shows the expression of IL-6 receptors (Il6ra, Il6st) by TPM (Transcripts Per Million) in mouse Stat3+/+ and Stat3−/− cDC1s. n = 4, NS, not significant, unpaired two-tailed t-test. s. Western blot shows expression of IL-6Rα and GP130 in Stat3+/+ and Stat3−/− cDC1s. One of three experiments is shown. t-x. Effect of FLLL32 on STAT5 activation and DC maturation in vivo. Stat3+/+ and Stat3−/− mice bearing peritoneal B16F10 (t) and MC38 (u-x) tumors were treated with FLLL32 on day 9 for 24 h. FACS shows expression of pSTAT5 (t, u), MHC-I (v), MHC-II (w), and CD80 (x) in peritoneal cDC1s. MFI, mean fluorescence intensity. mean ± SEM, n = 3. ****p < 0.0001 (t-w), ***p = 0.0001 (x), one-way ANOVA. y-z. GSEA analysis reveals significant differences in the CCR chemokine receptor binding (y) and interferon gamma production (z) between Stat3+/+ and Stat3−/− cDC1s. Source data contained unprocessed WB.
Source data
Extended Data Fig. 3 STAT3 dampens DC1-mediated immunity.
a-d. Effect of STAT3 deletion on DC-mediated T cell activation. OT- I cells were cultured with Stat3+/+ or Stat3−/− cDC1s without loading SIINFEKL peptides. FACS shows the percentage of Ki67+ (a), IFNγ+ (b), TNFα+ (c), and GZMB+ (d) OT- I cells. e. Gating strategy for cDC1s (CD11c+XCR1+) in MC38 tumor bearing mouse model. f. Effect of STAT3 deficiency on the interaction between JAK2, STAT3, and STAT5 in DCs in vivo. Lin− CD11c+XCR1+ cDC1s were enriched and sorted from the TME in Stat3+/+ and Stat3−/− mice bearing peritoneal MC38 tumors. Co-immunoprecipitation (IP) was performed with anti-JAK2 in DC lysates. One of two experiments with repeats is shown. g-j. MC38 tumors were inoculated into Stat3+/+ and Stat3−/− mice. MHC-II (g, h), and CD86 (i, j) expression in cDC1 from MC38 tumor-draining lymph nodes (TDLNs) were analyzed by FACS. mean ± SEM, n = 4, **p = 0.0062 (h), *p = 0.0335 (j), unpaired two-tailed t-test. k. Gating strategy for CD8+ T cells in MC38 tumor bearing mouse model. l-q. Effect of STAT3 deletion on MC38 tumor progression. FACS shows the percentages of MC38 tumor infiltrating IL-2+CD8+ T cells (l, m), and the percentages of TDLN IL-2+ (n, o), and IFNγ+ (p, q) CD8+ T cells. For l, n, and p, one representative dot plot is shown in each panel. mean ± SEM, n = 3 (m), n = 4 (o, q), *p = 0.0141 (m), **p = 0.006 (o), **p = 0.0021 (q), unpaired two-tailed t-test. r-y. Effect of STAT3 deletion on the phenotype of DCs and T cells in B16F10 bearing mice. FACS shows the expression of MHC-I (r, s) and CD80 (t, u) in tumor-infiltrating cDC1s, and the percentages of tumor infiltrating IL-2+ (v, w) and TNFα+ (x, y) CD8+ T cells. For r, t, v, and x, one representative dot plot is shown in each panel. MFI, mean fluorescence intensity. mean ± SEM, n = 3 (s, u), n = 4 (w, y), *p = 0.038 (s), *p = 0.0363 (u), *p = 0.0109 (w), *p = 0.0172 (y), unpaired two-tailed t-test. Source data contained unprocessed WB.
Source data
Extended Data Fig. 4 STAT3 degrader treats advanced tumors.
a. SD-36 structure is shown. b. Immunoblotting shows STAT1 in shStat1 JAWSII cells. c-e. Effect of STAT1 on SD-36-regulated DC phenotype. FACS shows the expression of MHC-I (c), MHC-II (d), and CD80 (e) in shStat1 JAWSII cells treated with SD-36. MFI, mean fluorescence intensity. means ± SEM, n = 3, *p = 0.0117 (c), *p = 0.0195 (d), ***p = 0.0006 (e), one-way ANOVA. f. Immunoblotting shows STAT1 in bone marrow derived DC1s from Stat1+/+ and Stat1−/− mice. One of three experiments is shown. g. Effect of STAT1 on STAT5 activation in cDC1s. FACS shows the expression of pSTAT5 in bone marrow derived Stat1+/+ and Stat1−/− cDC1s. n = 3, NS, not significant, unpaired two-tailed t-test. h-j. Effect of STAT1 on SD-36-regulated DC maturation. Stat1+/+ and Stat1−/− DCs were treated with SD-36 for 12 h. FACS shows the expression of MHC-I (h), MHC-II (i), and CD80 (j) in cDC1s. MFI, mean fluorescence intensity. means ± SEM, n = 3, *p = 0.0314 (i), *p = 0.0138 (j), **p = 0.0059 (h), one-way ANOVA. k. Effect of SD-36 on B16F10 tumor progression. B16F10 tumor bearing C57/B6 mice were treated with 10 mg/kg SD-36. Tumor volumes were shown. mean ± SEM, n = 7, *p = 0.0114, two-way ANOVA. l-m. Effect of SD-36 on MC38 tumor progression. MC38 tumor bearing C57/B6 mice were treated with SD-36. Tumor weight (l) and image (m) were shown. mean ± SEM, n = 5, ***p = 0.0004, unpaired two-tailed t-test. n-s. Effect of SD-36 on tumor progression (n-p) and mouse body weights (q-s). Mice bearing B16F10 (n, q), CT26 (o, r), and EMT6 (p, s) were treated with SD-36 (100 mg/kg) three times a week when tumor volume reached 100 mm³. Tumor volumes and mouse body weights were monitored. means ± SEM are shown, n = 8 (n, q), n = 10 (o, p, r, s), ***p = 0.0005 (n), ****p < 0.0001(o, p), two-way ANOVA. t-u. Effect of SD-36 on large tumor progression. Mice bearing CT26 tumors (500 mm3/tumor) were treated with vehicle (t) or SD-36 (u). Tumor volumes were monitored. Source data contained unprocessed WB.
Source data
Extended Data Fig. 5 STAT3 degradation in DCs boosts immunity.
a. Effect of SD-36 on tumor growth in NSG mice. MC38 tumor-bearing NSG mice were treated with SD-36 (100 mg/kg) or vehicle. Tumor volume was monitored. mean ± SEM, *p = 0.0326, two-way ANOVA. b. Efficacy of anti-CD8 mAb in CD8+ T cell depletion. MC38 bearing were treated with anti-CD8 mAb. FACS shows CD8+ T cells in the tumor draining lymph node (TDLN). One of 5 is shown. c-f. Role of SD-36 in CD8+ T cells in 4T1 tumor draining lymph nodes (TDLN). 4T1 tumor bearing mice were treated with SD-36. FACS shows the percentages of TDLN TNFα+ (c, d), and IFNγ+ (e, f) CD8+ T cells. For c, e, one representative dot plot is shown in each panel. mean ± SEM, n = 4, *p = 0.0184 (f), **p = 0.0063 (d), unpaired two-tailed t-test. g-r. Role of SD-36 in CD8+ T cells in LLC tumor bearing mice. FACS shows the percentages of TNFα+ (g, h), IFNγ+ (i, j), and GZMB+ (k, l) CD8+ T cells from tumors (g-l) and tumor-draining lymph nodes (m-r). For g, i, k, m, o, and q, one representative dot plot is shown in each panel. mean ± SEM, n = 6 (h, j, l), n = 4 (n, p, r), *p = 0.0224 (p), *p = 0.0294 (r), **p = 0.0072 (h), **p = 0.0071 (n), ***p = 0.0007(j), ***p = 0.0008 (l), unpaired two-tailed t-test. s. Effect of SD-36 on tumor growth in Batf3−/− mice. Batf3−/− mice were inoculated with LLC cells and with SD-36 (n = 8) or vehicle (n = 11). Tumor volumes were monitored. t. Effect of SD-36 on STAT3 protein in DCs and LLC tumor cells. Immune blotting shows the levels of STAT3 in DCs and LLC tumor cells treated with SD-36 for 12 h, and the ratio of STAT3 to actin expression. u. DCs and LLC tumor cells were treated with 1 μM SD-36 for 12 h. Intracellular SD-36 was quantified by LC-MS/MS. mean ± SEM, n = 4, **p = 0.0011, unpaired two-tailed t-test. v. Role of SD-36 in DCs. MC38 tumor-bearing mice were treated with SD-36 or vehicle. Immune blotting shows key transcriptional factors in DCs isolated from spleens. One of three experiments is shown. w. Effect of cDC1 STAT3 in SD-36-regulated tumor progression. MC38 tumor bearing Stat3+/+ and Stat3−/− mice were treated with SD-36 or vehicle. Tumor volume was determined. mean ± SEM, n = 7, **p = 0.0056, two-way ANOVA. x. Role of cDC1 STAT3 in SD-36-regulated anti-tumor immunity. Stat3+/+ and Stat3−/− cDC1s were transferred into MC38-bearing Batf3−/− mice. These mice were treated with SD-36. Tumor volume was monitored. mean ± SEM, n = 5, **p = 0.002, two-way ANOVA. Source data contained unprocessed WB.
Source data
Extended Data Fig. 6 STAT3 degradation synergizes ICB.
a-b. Effect of SD-36 on ICB efficacy in humans in vitro. DCs from human ovarian cancer tissues were pretreated with SD-36, washed, and co-cultured with T cells in the presence of anti-human PD-L1 for 3 days. FACS shows the percentage of GZMB+IFNγ+ (a) and IL-2+TNFα+ (b) CD8+ T cells, mean ± SEM, n = 4, *p = 0.0237 (a, control vs. SD-36), *p = 0.0135 (a, control vs. Anti-PD-L1), *p = 0.0302 (b), ****p < 0.0001 (a), one-way ANOVA. c. Chemical structure of SD-2301 structure. d. Effect of SD-2301 on STAT3 expression in DCs in vitro. DCs were treated with SD-2301 (50 nM) for 24 h. Immune blotting shows STAT3 protein. One of 3 is shown. e. Effect of SD-2301 on STAT3 expression in DCs in vivo. Wild type mice bearing peritoneal B16F10 tumors were treated SD-2301 (5 mg/kg). Immune blotting shows STAT3 expression in peritoneal DCs. n = 3/group. f. Comparison of the effect of SD-2301 and SD-36 on STAT3 degradation in mouse DCs. DCs were treated with SD-2301 and SD-36 for 24 h. Immune blotting shows STAT3 expression in DCs. One of three experiments is shown. g-n. Comparison of the anti-tumor effect of SD-2301 and SD-36. B16F10 bearing mice were treated with SD-2301 (5 mg/kg) or SD-36 (20 mg/kg) every 3 days. Tumor volume was monitored (g). FACS shows the expression of IFNγ (h, i) and GZMB (j, k) in B16F10 infiltrating CD8+ T cells, and the expression of MHC-I (l), MHC-II (m), and CD80 (n) in tumor infiltrating cDC1s. MFI, mean fluorescence intensity. means ± SEM, n = 7 (g), n = 4 (i, k, l, m, n), **p = 0.0023 (g), ***p = 0.0003 (g), two-way ANOVA (g); **p = 0.0014 (i), **p = 0.0015 (l), **p = 0.0046 (n), ***p = 0.0001 (k), ***p = 0.0001 (m), unpaired two-tailed t-test (i, k, l, m, n). o-p. Effect of SD-2301 on blood vessels in tumors. B16-F10 and MC38 bearing mice were treated with SD-2301. CD31+ vessel density was quantified in B16-F10 (o) and MC38 (p) tumors. Representative immunohistochemical staining images and the quantification of CD31+ vessel densities are shown. n = 4 tumors, NS, not significant, unpaired two-tailed t-test. q. Effect of SD-2301 on mouse body weights. B16F10 bearing mice were treated with SD-2301 (5 mg/kg) every 3 days for 18 days. Mouse body weights were monitored. r-s. Effect of SD-2301 on ICB efficacy in vivo. B16F10 (r) or MC38 (s) bearing mice were treated with SD-2301, anti-PD-L1, and their combination. The group of B16F10 bearing mice (r) treated with SD-2301 is identical to that shown in Extended Data Fig. 6g. Tumor volumes were monitored. mean ± SEM, n = 7, *p = 0.0106, ***p = 0.0009, ****p < 0.0001, two-way ANOVA. t-u. Effect of SD-2301 on neoantigen specific CD8+ T cell response. MC38 bearing mice were treated with SD-2301 or vehicle. FACS shows the percentage of tumor infiltrating KSPWFTTL tetramer+CD8+ T cells. means ± SEM, n = 6, *p = 0.0216, unpaired two-tailed t-test. v. Effect of SD-2301 on the role of STAT3 in DC-regulated tumor progression. B16F10 tumor bearing Stat3+/+ and Stat3−/− mice were treated with SD-2301 or vehicle. Tumor volumes were monitored. mean ± SEM, n = 7, ****p < 0.0001, Two-way ANOVA. w. Effect of SD-2301 on cDC1-regulated tumor progression. MC38 bearing Batf3+/+ and Batf3−/− mice were treated with SD-2301 or vehicle. The group of control mice treated with SD-2301 is identical to that shown in Extended Data Fig. 6s. Tumor volumes were monitored. mean ± SEM, n = 7, ****p < 0.0001, Two-way ANOVA. x. Pharmacokinetics (PK) of SD-2301 in mice. Female CD-1 mice (n = 3) were administered with SD-2301 (5 mg/kg). Blood samples were collected for PK analysis. Cl, clearance; Vss, volume of distribution at steady state; T1/2, elimination half-life; Cmax, maximum drug concentration; AUC, area-under-the-curve. y. Effect of SD-2301 on STAT3 expression in human immune cells. Human peripheral blood mononuclear cells were treated with different concentrations of SD-2301 for 14 h. The immunoblots show the expression levels of STATs. One of two repeats. z. The schematic diagram shows that STAT3 restrains the JAK2-STAT5 signaling pathway, thereby reducing STAT5-dependent DC maturation and lessening T cell immunity and immunotherapy effectiveness. Source data contained unprocessed WB.
Source data
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Abstract
The multicellular coordination that underlies tissue homeostasis and disease progression is of fundamental interest1,2,3,4,5. However, how diverse cell types are organized within tissue niches for cohesive functioning remains largely unknown. Here we systematically characterized cross-tissue coordinated cellular modules in healthy tissues, uncovering their spatiotemporal dynamics and phenotypic associations, and examined their rewiring in cancer. We first compiled a comprehensive single-cell transcriptomic atlas from 35 human tissues, revealing substantial inter-tissue variability in cellular composition. By leveraging covariance in cellular abundance, we identified 12 cellular modules with distinct cellular compositions, tissue prevalences and spatial organizations, and demonstrated coordinated intercellular communication within cellular modules using in situ spatial and in vivo perturbation data. Among them, two immune cellular modules in the spleen showed contrasting chronological dynamics with ageing. Analysis of multicellular changes in the breast revealed a menopausal trajectory associated with fibroblast dynamics. Furthermore, interrogation across cancer types uncovered simultaneous rewiring of two types of multicellular ecosystem during tumour progression, including the loss of tissue-specific healthy organization and the emergence of a convergent cancerous ecosystem. These findings reveal fundamental organizing principles of multicellular ecosystems in health and cancer, laying a foundation for further investigations into tissue-level functional coordination across diverse contexts.
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Main
The human organism is composed of an intricate mosaic of approximately 37 trillion diverse cells, harmoniously arranged into specialized tissues, organs and interconnected systems. Over the past decade, advances in single-cell technologies and initiatives such as the Human Cell Atlas6 have enabled comprehensive profiling of various human tissues, revealing a substantial number of previously uncharacterized cell types7,8,9. However, it remains largely unclear how multiple cell types precisely coordinate within their native niches to perform essential physiological functions, and which components are particularly constrained under pathological conditions. In the context of tumours, for instance, the complex network of cellular interactions that underlie pro- and anti-tumour responses is still not fully elucidated10. This knowledge gap hampers our understanding of tissue organization and function, impeding the development of more effective strategies for disease diagnosis, monitoring and intervention.
Previous studies aimed to establish connections among cell types by measuring cell–cell interactions based on known ligand–receptor pairs11,12. Although these efforts have provided valuable insights into intercellular communication within specific contexts, they fall short of systematically unravelling complex tissue-level signalling networks, in which multiple cell types are coordinated into higher-order functional modules. Additionally, spatially resolved technologies have been utilized to characterize cellular organization in tissues13,14,15,16; however, the limited number of genes that has been profiled and the lack of bona fide single-cell resolution restrict their ability to comprehensively portray those intricate multicellular structures. Notably, functionally related organs may share similar functional modules, as exemplified by mucosal immunity in both the small intestine and colon13, suggesting the cross-tissue potential of multicellular ecosystems. Therefore, a systematic investigation of multicellular coordination is essential to elucidate fundamental units across human tissues.
A single-cell atlas of the human
To systematically elucidate the multicellular coordination, we assembled a comprehensive pan-tissue transcriptomic atlas at single-cell resolution. Following stringent quality control, we obtained a total of 2,293,951 high-quality cells from 706 healthy samples across 35 human tissues for downstream analyses (Fig. 1a, Extended Data Fig. 1 and Supplementary Table 1). To harmonize such extensive datasets, we evaluated several widely used data integration tools using the scIB platform17, with BBKNN18 emerging as the top performer (Extended Data Fig. 2). Of note, uniform manifold approximation and projection (UMAP) embedding demonstrated distinct separation among various cell types and effective integration across different sexes, tissues and datasets (Fig. 1b and Supplementary Fig. 1a).
Fig. 1: A single-cell atlas of the human.

a, Overview of the pan-tissue single-cell transcriptomic atlas. Created in BioRender; Shi, Q. (2025), https://BioRender.com/g2chn78. b, UMAP visualization of total cells (dots) coloured by tissue (top) or cell type (bottom). Tissue colours match those in a. c, Cell-type composition across tissues. Cell-type colours match those in b. Only sorting-free samples are included. d, Unsupervised hierarchical clustering of 76 non-epithelial cell subsets coloured by cell type. ABC, age-associated B cells; Bm, memory B cells; Bn, naive B cells; cDC, conventional dendritic cells; CMC, cardiac muscle cells; DC, dendritic cells; Fb, fibroblasts; GCB, germinal centre B cells; gdT, γδ T cells; immNeu, immature neutrophils; MAIT, mucosal-associated invariant T cells; mNeu, mature neutrophils; Mo, monocytes; Mph, macrophages; pDC, plasmacytoid dendritic cells; SkMC, skeletal muscle cells; SMC, smooth muscle cells; Tem, effector memory T cells; Temra, terminally differentiated effector memory or effector T cells; Tfh, follicular helper T cells; Tm, memory T cells; Tn, naive T cells; Treg, regulatory T cells; Trm, tissue-resident memory T cells. e, Tissue prevalence of fibroblast subsets measured by Ro/e (the ratio of observed to expected cell numbers) (Methods). Tissues are categorized and ordered by body system. Fibroblast subsets are ordered by Shannon equitability from most universal (S01) to most specialized (S12). f, Spatial distribution of fibroblast subsets across tissues (Visium). Relative frequencies of each fibroblast subset among total fibroblasts are shown for individual spots.
Source Data
We performed unsupervised cell clustering and annotation hierarchically. Initially, we established eight broad cell types using canonical markers, consistent with their annotations in the original studies (Fig. 1b and Supplementary Fig. 1b,c). Notably, approximately 45% of the cells in our atlas were attributed to the immune compartment (Supplementary Fig. 1c), providing a solid foundation for studying the phenotypic diversification of immune cells19. The composition of these cell types exhibited noticeable variation among diverse tissues (P < 2.2 × 10−16, Chi-squared test) (Fig. 1c). For example, peripheral blood and immune organs or tissues, including the bone marrow, lymph nodes, omentum, spleen and thymus, were predominantly composed of immune cells, aligning with their roles in immune cell production, maturation or storage. By contrast, the reproductive tissues, such as the uterus, vagina and testis, exhibited a higher proportion of stromal cells.
Next, each cell type was further dissected into several distinct cell states or subsets (Fig. 1d). Despite sharing similar transcriptomic profiles, cell subsets within the same cell types displayed clear preferences for specific tissues (Supplementary Fig. 2). For instance, endothelial cells—which are critical components of the vasculature—exhibited unique delineations based on their sources, whether from blood or lymphatic vessels. Additionally, a rare cell subset called age-associated memory B cells (ABC, B08), which constituted less than 1% of total B cells, was prominently present not only in the liver, bone marrow and spleen—as previously reported7,20—but also in unexpected locations such as the ureter and skeletal muscle.
Among stromal cells, fibroblasts exhibit substantial diversity, encompassing both universal and specialized subsets21. We identified 12 fibroblast subsets across various tissues, with subsets S01 to S04 being the most widely distributed (Supplementary Fig. 3a–d and Supplementary Table 2). These universal subsets were considerably depleted in the reproductive system, whereas reproductive-system-specific subsets appeared more specialized to specific tissues rather than the entire reproductive system (Fig. 1e). This suggests unique architectural adaptations related to reproductive functions. Spatially resolved transcriptomics revealed distinct spatial distribution patterns for two uterus-specific fibroblast subsets, with S11 corresponding to the endometrium and S12 to the myometrium22 (Fig. 1f). Moreover, while exhibiting the strongest specificity for particular tissues, epithelial cells within the same human body systems displayed higher similarities than those among different systems (Supplementary Fig. 3e). In sum, we constructed a comprehensive pan-tissue single-cell atlas (http://cm.cancer-pku.cn) and revealed substantial preferences of cell subsets across various tissues.
Identification of cross-tissue CMs
A notable illustration of multicellular coordination is evident in gut-associated mucosal immunity, where diverse cell types such as lymphocytes, dendritic cells and epithelial cells collaborate to defend against pathogenic insults23. Our study aims to determine whether such coordinated multicellular ecosystems represent a recurrent theme across the human body, thereby addressing the fundamental question of how these ecosystems contribute to cohesive functional coordination among diverse cell types at the tissue level.
To investigate this, we translated the concept of multicellular coordination into representations of co-occurring cellular networks and developed a computational framework, CoVarNet. It reconstructs cellular module (CM) networks by leveraging covariance in cell subset frequencies across samples through two parallel modules (Fig. 2a and Methods). The first module utilizes non-negative matrix factorization (NMF) to identify a set of factors, prioritizing cell subsets on the basis of their weights. The top subsets from each factor serve as co-occurring nodes in the CM network. The second module determines specifically correlated subset pairs, which act as potential edges in the network. Multiple CM networks are then constructed by connecting these co-occurring nodes through the potential edges, followed by topological and statistical evaluations.
Fig. 2: Systematic identification of cross-tissue CMs.

a, Schematic of the CoVarNet workflow (Methods). Spec, specificity. b, Network plots of the 12 CMs identified from the pan-tissue analysis. Nodes represent cell subsets labelled with short names and coloured by cell type. Edge colour indicates correlation specificity. Asterisks mark cell subsets involved in multiple CMs. c, Tissue prevalence of CMs measured by Ro/e. Tissues are categorized and coloured by body system. d, A brief summary of CM annotations.
Source Data
Applying this framework to our pan-tissue atlas, we identified a total of 12 CMs (Fig. 2b, Extended Data Fig. 3a–d and Supplementary Fig. 4). In light of our focus on cross-tissue multicellular coordination, epithelial cells, owing to their highly tissue-divergent nature, were excluded from this analysis. The vast majority (88.16%, 67 out of 76) of non-epithelial cell subsets participated in at least one CM, whereas the remaining subsets (9 out of 76) were excluded either owing to technical underrepresentation, including germinal centre B cells (B09) and neutrophils (M13 and M14), or owing to their highly specialized roles in a single tissue, as in the case of skeletal muscle cells (S18). In particular, one-quarter of these subsets (17 out of 67) were involved in multiple CMs, and none of the networks clearly exhibited the presence of a hub node. These findings are consistent with fundamental biological principles, emphasizing that all cell types are functionally distinct, with some serving unique roles in different tissues. Additionally, we utilized the coefficient matrix from NMF as a measure of CM activities for each sample (Extended Data Fig. 3e). As expected, the activities of all CMs exhibited positive correlations with the frequencies of their component cell subsets across tissues (Supplementary Fig. 5). Given that each sample hosted a predominant CM, we categorized all samples into 12 CM types (CMTs) according to their most abundant CMs. Notably, all CMTs were composed of multiple tissues, indicating the cross-tissue nature of the identified CMs (Extended Data Fig. 3e,f).
To validate the robustness of these results, we conducted an integrative analysis combining single-cell RNA sequencing (scRNA-seq) data with approximately 12,000 RNA-sequencing (RNA-seq) profiles from the Genotype-Tissue Expression (GTEx) project24 (Extended Data Fig. 4a,b and Methods). Of note, all CMTs could be well recovered, and each bulk sample also had a predominant CM (Extended Data Fig. 4c,d). Furthermore, the expression patterns of markers for CM-related cell subsets demonstrated strong concordance between the two data types (Extended Data Fig. 4e), further confirming the validity of the CM landscape that we established.
CM annotations
Most CMs exhibited notable preferences for specific human body systems (Fig. 2c), validated by external GTEx data (Extended Data Fig. 4f). Among the 12 identified CMs, CM04, CM05, CM06 and CM09 were enriched in primary immune organs (bone marrow and thymus), secondary immune organs (lymph nodes and spleen) and peripheral blood. This enrichment correlated with their cellular compositions, primarily comprising immune subsets prevalent in these tissues (Fig. 2b). Similarly, CM07 and CM12 demonstrated preferences for the reproductive system, aligning with the presence of those specialized fibroblasts predominantly found in the ovary, vagina, breast and prostate (Figs. 1e and 2b). CM02 and CM03 were mainly distributed in the urinary system and gastrointestinal tract, whereas CM08 was enriched in barrier tissues such as the skin, oral mucosa, tongue, vagina and trachea, indicating that these CMs may represent multicellular ecosystems within mucosa-associated lymphoid tissues. Additionally, CM10 appeared to function as a vascular unit, characterized by pericytes (S13), smooth muscle cells (S14) and vascular endothelial cells (E01 and E02) (Fig. 2b and Extended Data Fig. 3c), and was enriched in the vasculature, heart, skin and fat tissues. By contrast, CM11 showed enrichment in the lung, kidney, liver and fat, implying roles in metabolic processes. CM01, characterized by tissue-resident macrophages (M09), universal fibroblasts (S03 and S05) and lymphatic endothelial cells (E05) (Fig. 2b and Extended Data Fig. 3c), was broadly distributed across nearly all human body systems (Fig. 2c and Extended Data Fig. 3f), suggesting a universal multicellular organization. Collectively, these findings demonstrate that the identified CMs exhibit distinct preferences for multiple tissues, thus representing cross-tissue multicellular ecosystems (Fig. 2d).
Spatial characteristics of CMs
To further characterize CMs in a spatial context, we mapped them onto spatial transcriptomics data (Visium) using cell2location25 (Supplementary Table 3). We first examined CM08 and CM10, both of which were enriched in the skin. Our analysis revealed prominent spatial colocalization of cell subsets within CMs (Extended Data Fig. 5a–c). CM08, which included various immune cells such as dendritic cells and T cells, was localized to the epidermis and adjacent dermis layers, where it is likely to have a key role in immune defence. By contrast, CM10 represented components of the blood vessel that are located primarily in the dermis layer. Of note, some CM08 subsets, such as vein endothelial cells (E04), also overlapped with CM10 subsets, highlighting the interconnection of different CMs within the tissue microenvironment. These findings were consistently observed across samples from six available donors (Extended Data Fig. 5d), underscoring the robust existence of CMs.
Out of the 12 identified CMs, CM02, CM03 and CM05 exhibited prominent enrichment in the small intestine (Fig. 2c), a tissue with distinct anatomical organization13. Consistent spatial patterns of these CMs were observed in four sequential ileum sections from a single donor (Fig. 3a,b and Extended Data Fig. 5e,f). Unsupervised spatial clustering using CellCharter26 further validated their organization that CM05 aligned with the C2 niche, whereas CM02 and CM03 aligned with the C1 niche (Fig. 3c and Extended Data Fig. 5g). Notably, CM05 showed elevated spatial concentration in the Peyer’s patch region (Extended Data Fig. 5h), where its cell subsets, including naive B cells (B03), naive T cells (CD4T03) and follicular helper T cells (CD4T04), displayed notable colocalization (Fig. 3a,b). By contrast, CM02 and CM03 were located primarily in the intestinal mucosa, in line with their composition of IgA-producing plasma cells (B12), memory (CD4T06) and tissue-resident memory (CD8T03 and CD8T04) T cells, as well as innate immune cells (I08 and I09) (Fig. 3a,b). These results suggest that CM05 and CM02/CM03, respectively, recapitulate the inductive and effector modules of mucosal immunity, underscoring their potential functional roles within tissue ecosystems.
Fig. 3: Spatially resolved multicellular coordination in CMs.

a–c, Visium analysis of the ileum showing spatial distribution of CMs (a), their component cell subsets (b), and cellular niches identified by CellCharter (c). H&E, haematoxylin and eosin. d,e, Representative Xenium imaging (d) and quantification (e; n = 6) of CM02 and CM03 in intestinal mucosal sections (Methods). Scale bar, 100 μm. Two-tailed paired Wilcoxon tests. Epi, epithelium; LP, lamina propria. f, Spatial colocalization and cellular composition of CMs. Top, CM colocalization scores across Visium samples (n = 34) coloured by tissue (Methods and Supplementary Table 3). CMs are ordered by the median of colocalization scores across samples. Bottom, proportion of different cell lineages in all cell-subset nodes within CM networks shown in Fig. 2b. None, 0; 0 < low <0.2; 0.2 ≤ medium < 0.4; high ≥ 0.4. g, CellPhoneDB cell–cell interaction (CCI) counts within CMs, measured in single-cell samples with high (for example, CMT02) or low (others) CM activities. Dots represent unique subset pairs within CMs and black lines link the average counts. CM02, n = 90; CM04, n = 90; CM05, n = 90; CM06, n = 72; CM08, n = 72; CM09, n = 90. Two-tailed paired Wilcoxon tests. h, Cytokine responsiveness in CM02, CM03 and CM05, as inferred using the Immune Dictionary28. The CM-level false discovery rate (FDR) denotes the minimum FDR value among all subsets within the CM (Methods). i, Expression of cytokine genes that are enriched in CM02, CM03 or CM05 across the ileum cellular niches in c. Only cytokines detected by Visium data are shown. j, Spatial distribution of selected cytokines (labelled in red in h,i) in the Visium section of the ileum shown in a–c. For box plots in e,f, the centre line represents the median, the box limits delineate the top and bottom quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range.
Source Data
To deepen our understanding of CM02 and CM03, we utilized high-resolution Xenium data, enabling precise in situ characterization of hundreds to thousands of genes within cells and tissues. Using intestinal Xenium data, we designed a gene panel to differentiate the multiple cell subsets within CM02 and CM03, with gene transcript density representing the intensity of individual CMs (Extended Data Fig. 5i). Our analysis revealed a notable enrichment of CM03 in the lamina propria, whereas CM02 exhibited a more uniform distribution across the tissue (Fig. 3d,e). This subtle difference, which cannot be detected from Visium data alone, highlights not only the importance of integrating single-cell and spatial data, but also the superior sensitivity of single cell-based approaches in dissecting multicellular ecosystems with greater precision.
Multicellular communication within CMs
The formation and maintenance of CMs within tissue niches may rely on the local microenvironment. We hypothesized that diverse cell subsets within CMs are spatially organized to respond collectively, with cellular crosstalk potentially varying across different tissue microenvironments.
To explore this, we first investigated the spatial organization of CM components using Visium data across various tissues (Supplementary Table 3). Our analysis revealed a strong association between CM spatial organization and composition. The highest spatial concordance was observed in CMs with a greater proportion of lymphocytes, followed by myeloid cells, stromal cells and endothelial cells (Fig. 3f and Extended Data Fig. 6a,b). To further understand the implications of these patterns, we analysed ligand–receptor-mediated cell–cell communication using single-cell data with CellPhoneDB27 (Methods). Notably, endothelial cells and stromal cells produced a wider variety of ligands compared with lymphocytes (B cells, T cells and innate lymphoid cells) (Extended Data Fig. 6c). This aligns with the notion that spatial proximity may enhance the specificity of intercellular communication, suggesting that lymphocyte-enriched CMs foster particular interactions within local niches. Conversely, CMs with a higher proportion of stromal and endothelial cells—often situated farther apart—generated a more diverse array of signalling molecules, facilitating broader signalling interactions over longer distances (Extended Data Fig. 6d,e). These insights highlight the relationship among spatial organization, cellular composition and intercellular communication.
To investigate the effect of tissue microenvironments on intercellular communication within CMs, we assessed cell–cell interactions within CMs using single-cell samples from different CMTs (Extended Data Fig. 3e and Methods). Only six CMs with high colocalization scores were analysed. Our analysis revealed enhanced cell–cell interactions within samples with high CM activities, except for CM08 (Fig. 3g), implying distinct cellular phenotypes shaped by tissue microenvironments in a CM-dependent manner. To further investigate such phenotypes, we utilized recent in vivo perturbation data from the Immune Dictionary28 to identify cell-type-specific cytokines that induced these cellular phenotypes (Methods). We found that half of the cell subsets showed responsive associations with at least one cytokine and CMs with high colocalization scores tended to harbour more diverse cytokines (Extended Data Fig. 6f,g and Supplementary Table 4). Diverse cell subsets clustered together on the basis of both their cell types and CM identities (Extended Data Fig. 6f), suggesting that cellular phenotypes are collectively determined by intrinsic properties and local stimuli. For example, CD8+ effector memory T cells (CD8T02) exhibited distinct cytokine responses among different CMs, with TNF identified in CM02, CM08 and CM09, but absent in CM04 and CM06 (Extended Data Fig. 6f). Additionally, we examined spatial distribution of cytokines using the intestine data (Fig. 3a). Despite the transient and low-level expression characteristics of many cytokine genes, our analysis successfully validated their spatial enrichment, such as IL7 and IL18 in the CM02/CM03 (C1) niche, as well as LTA and LTB in the CM05 (C2) niche (Fig. 3h–j). These results provide a comprehensive overview of the cytokine-mediated regulatory landscape within CMs.
Collectively, our analyses of spatial organization and intercellular communication demonstrate that CMs, as fundamental tissue configurations, effectively recapitulate the complexity of multicellular ecosystems. These findings emphasize the interplay among diverse cell types within tissue microenvironments, providing insights into the mechanisms underlying tissue homeostasis.
Coordinated ageing dynamics in the spleen
To further investigate the significance of CMs, we assessed CM associations with phenotypic data. As CM activities were primarily influenced by the tissue (Extended Data Fig. 7a), we conducted a systematic interrogation of individual CMs within tissue-specific contexts (Supplementary Fig. 6 and Methods). This analysis revealed comparable CM patterns between male and female individuals in nearly all non-reproductive tissues (Extended Data Fig. 7b), whereas the thymus exhibited notable variation across age groups (Extended Data Fig. 7c). Consistent with age-related thymic involution, the thymus-enriched CM09 showed reduced activity in older individuals, with components, such as naive T cells (CD8T01) and regulatory T cells (CD4T08) being more abundant in younger individuals (Extended Data Fig. 7d).
Another noteworthy age-related association was observed in the spleen, where CM05 increased chronologically and CM06 decreased (Fig. 4a and Extended Data Fig. 7c). As the spleen included various immune cells (Fig. 1c), we systematically examined all immune subsets in the spleen, identifying ten that varied across age groups (Extended Data Fig. 7e,f). Of these, 80% (8 out of 10) were components of CM05 or CM06 (Fig. 4b), highlighting that these cross-tissue CMs effectively captured tissue-specialized variations. Notably, the expansion of four CM05 subsets (B03, B05, CD4T03 and I06) was more pronounced with ageing than that of the previously reported ABCs (B08)7,20 (Fig. 4b and Extended Data Fig. 7g), suggesting their potential roles in the ageing process. The accumulation of NR4A1-high CD4+ T cells (CD4T03) in the spleen with ageing might be explained by the combined effects of immune tolerance29 and thymic involution.
Fig. 4: Multicellular dynamics in context.

a, CM05 and CM06 activities in spleen samples across age groups. Dots represent individual samples. <35, n = 3; 40–49, n = 8; 50–59, n = 10; 60–69, n = 7; 70–85, n = 1. Kruskal–Wallis tests and two-tailed unpaired Wilcoxon tests. b, Sample-averaged frequencies of cell subsets across age groups. c, Circular heat map (left) showing cellular activity of 17 convergent regulons in CM05 (right) across age groups. Min, minimum; max, maximum. d, Sample-averaged expression of CM12 MCP genes (rows) across breast samples (columns). Genes are categorized by their direction (up- or down-regulation, left colour bar) and associated cell subsets (right colour bar). Samples are sorted by overall expression (top bar plot) and are labelled by menopausal status (top colour bar). e, Distribution of CM12 MCP overall expression in pre- and post-menopausal breast cells grouped by cell subsets. Vertical black line indicates the median of the distribution. Two-tailed unpaired Wilcoxon tests. f, CM12 activity (left) and frequencies of fibroblast subsets S10 (middle) and S06 (right) in pre-menopausal (n = 93) and post-menopausal (n = 18) samples. Two-tailed unpaired Wilcoxon tests. g, Visium analysis of the breast showing histopathological regions annotated (left) and spatial distribution of fibroblast subsets S10 (middle) and S06 (right). h, PHATE (potential of heat diffusion for affinity-based trajectory embedding) visualization of breast samples (dots) coloured by menopausal status (left), pseudotime (middle) or CM12 activity (right) (Methods). i, Heat map showing frequencies of CM12 subsets (rows) across breast samples sorted by pseudotime. j, Trend lines show LOESS-smoothed fibroblast inflammatory scores along pseudotime in breast samples. The error bands show the 95% confidence intervals. For box plots in a,f, the centre line represents the median, the box limits delineate the top and bottom quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range.
Source Data
To gain deeper insights into these coordinated dynamics, we applied SCENIC30 to uncover the regulators of these subsets. For each of the four CM05 subsets, we determined their specific regulons relative to other subsets within their cell types (Methods and Supplementary Table 5). Of note, these subsets exhibited notable overlap in regulons, and the convergent regulons in CM05 showed increased activity with ageing (Fig. 4c), shedding light on the common regulatory mechanisms that underlie multicellular coordination. Additionally, these subsets shared a set of signature genes, including 20 transcription factor genes such as NR4A1 and NR4A2 (Extended Data Fig. 8a–c). Further analysis identified eight key transcription factor genes (ATF3, FOS, FOSB, JUN, JUNB, JUND, KLF6 and NFKB1) as both regulons and signature genes (Extended Data Fig. 8c). These key regulators tended to act as regulatory hubs (Extended Data Fig. 8d), targeting many common genes across different cell types (Extended Data Fig. 8e). These findings align with previous reports in mice that highlight the activation of Jun and Fos members of the AP-1 complex as a signature of immune ageing31. Of note, NR4A1, a key mediator of T cell dysfunction29, was regulated by multiple key regulators across cell types (Extended Data Fig. 8e), suggesting possible immune dysfunction associated with ageing. In summary, these results in the spleen, the largest peripheral immune organ in adults, underscore coordinated behaviour at the molecular, cellular and multicellular levels. Further investigation is warranted to identify the functional mechanisms underlying these dynamics in human ageing.
Fibroblast-engaged menopausal trajectory
To explore the role of fibroblasts within multicellular ecosystems, we focused on breast-enriched CM12, which comprised three specialized fibroblast subsets (S06, S09 and S10) alongside other diverse cells (Fig. 2b,c). We first utilized DIALOGUE3 to investigate whether local microenvironments in the breast triggered CM12-related coordinated multicellular programmes (MCPs), representing combinations of gene programmes across different cell subsets. Notably, this analysis identified an MCP that was upregulated in pre-menopausal samples compared with post-menopausal samples (Fig. 4d,e, Supplementary Fig. 7 and Supplementary Table 6). For instance, expression of genes such as SCGB2A2 and SCGB1D2 increased in post-menopausal samples across most subsets (Fig. 4d), aligning with previous reports highlighting SCGB2A2 as a promising biomarker for breast cancer detection32. Additionally, many inflammatory genes, including human leukocyte antigen genes, were found to be more highly expressed in pre-menopausal samples across cell subsets (Supplementary Table 6). Additional analysis confirmed a decrease in inflammatory scores after menopause (Extended Data Fig. 9a). Although this may seem at odds with literature suggesting a systemic increase in inflammation with ageing33, we hypothesize that breast tissue, as a reproductive organ, is more strongly influenced by levels of oestrogen, leading to localized reductions in inflammation. These results indicate coordinated phenotypic shifts among diverse subsets within CM12 in response to menopause.
Next, we systematically examined the association between all nonepithelial subsets with menopausal status in the breast. Fibroblasts showed a particularly strong association with menopause, with subsets S10 and S06 exhibiting the most notable decreases in post-menopausal samples (Fig. 4f and Extended Data Fig. 9b). Notably, S10 displayed high expression of collagen genes (COL1A1, COL1A2 and COL3A1) (Extended Data Fig. 9c), consistent with previous reports demonstrating a reduction34 in such fibroblasts in women over the age of 50. Spatial analysis revealed that S10 was uniformly distributed across the connective tissue, whereas S06 was located primarily in the lobules (Fig. 4g). By contrast, immune subsets and S09 fibroblasts within CM12 were found to colocalize in the ductal tissues of the breast (Extended Data Fig. 9d), with little change in their abundance observed after menopause. These findings underscore distinct functional roles of different fibroblast subsets in the breast.
In line with these molecular and cellular observations, post-menopausal women exhibited decreased CM12 activity compared with pre-menopausal women (Fig. 4f). Of note, such decrease was less pronounced in women over 50 (Extended Data Fig. 9e), suggesting that CM12 recapitulates menopause-associated biological changes rather than merely chronological variation. Further tailored studies are needed to fully elucidate the respective contributions of ageing and menopause, as well as their potential interactions.
Given that these changes are often progressive, we hypothesized that alterations in CM12 could serve as indicators of menopausal progression. Using the frequencies of CM12 cell subsets, we identified a menopausal trajectory that transitions from pre-menopausal to post-menopausal states (Fig. 4h). Specifically, the frequency of S10 exhibited a consistent decrease along this trajectory, whereas S06 tended to decrease later in the process (Fig. 4i). Notably, these fibroblasts (S06, S09, and S10) exhibited decreased inflammatory scores along the trajectory, particularly after menopause (Fig. 4j). Of note, we replicated the menopausal trajectory and fibroblast changes using an external breast dataset (Extended Data Fig. 9f,g), underscoring the robustness of our results. Together, these multicellular analyses highlight spatiotemporal dynamics of specialized fibroblasts in the breast.
Multicellular rewiring in cancer
To systematically understand the multicellular ecosystems in cancer, we extended our analysis to the tumour microenvironment (TME), a pathological tissue niche in which diverse immune and stromal cells interact to form a complex network10. We first established a comprehensive pan-cancer single-cell transcriptomic atlas comprising 1,062 clinical samples from 29 cancer types, identifying 91 cell subsets including 15 cancer-associated subsets previously reported across various cancer types35,36,37,38,39 (Fig. 5a,b, Extended Data Fig. 10, Supplementary Fig. 8 and Supplementary Tables 7–9) (http://cm.cancer-pku.cn).
Fig. 5: Rewiring of multicellular ecosystems in cancer.

a, Overview of the pan-cancer single-cell atlas. b, Expression of signature genes for cancer-associated cell subsets. c, Overview of multicellular analysis in cancer. d, Sample-averaged activities of dominant healthy CMs in healthy, adjacent non-tumour, and tumour samples across cancer types (Methods). CESC, cervical squamous cell carcinoma; col., colon; CRC, colorectal cancer; cSCC, cutaneous squamous cell carcinoma; HCC, hepatocellular carcinoma; HNSC, head and neck squamous cell carcinoma; KIRC, kidney renal clear cell carcinoma; LUAD, lung adenocarcinoma; ora.muc., oral mucosa; OV, ovarian cancer; rec., rectum. e, CM03 activities in CRC (left) and CM08 activities in HNSC (right) across healthy, adjacent non-tumour and tumour samples. Dots represent individual samples. Colon/rectum-CRC: healthy, n = 16; adjacent, n = 51; tumour, n = 132. Oral mucosa-HNSC: healthy, n = 23; adjacent, n = 27; tumour, n = 73. Two-tailed unpaired Wilcoxon tests. f, Left, heat map showing the co-occurrence of cell-subset pairs in individual cancer types (Methods). Right, bar plot showing the number of cancer types in which individual pairs are detected. Only pairs detected in at least three cancer types are shown. g, Sample-averaged cCM02 activities in healthy, adjacent non-tumour and tumour samples across cancer types (Methods). h, cCM02 activities in CRC (left) and HNSC (right) across healthy, adjacent non-tumour and tumour samples. Dots represent individual samples, matching those in e. Two-tailed unpaired Wilcoxon tests. i, Dynamics of the co-occurring cCM02 network during tumour progression (Methods). j, Differential expression of the cCM02 programme between tumour and adjacent non-tumour samples across TCGA cancer types. BLCA, bladder urothelial carcinoma; BRCA, breast cancer; COAD, colon adenocarcinoma; ESCA, oesophageal carcinoma; KICH, kidney chromophobe; KIRP, kidney renal papillary cell carcinoma; LIHC, liver hepatocellular carcinoma; LUSC, lung squamous cell carcinoma; PRAD, prostate adenocarcinoma; STAD, stomach adenocarcinoma; THCA, thyroid carcinoma; UCEC, uterine corpus endometrial carcinoma. k, cCM02 programme expression in pre-invasive lesions with spontaneous regression or progression to cancer outcomes. Two-tailed unpaired Wilcoxon test. For box plots in e,h,k, the centre line represents the median, the box limits delineate the top and bottom quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range.
Source Data
Previous studies have shown that histologically normal tissues adjacent to tumours harbour genetic alterations and manifest a unique intermediate state between healthy and tumour tissues40,41. Thus, we used adjacent non-tumour samples as a surrogate for precancerous tissues. To examine multicellular dynamics during tumour progression, we focused on eight cancer types with matched healthy, tumour and adjacent non-tumour samples (Fig. 5c). A notable reduction in healthy CM activity was observed in tumour samples across cancer types, suggesting a widespread disruption of tissue-specific multicellular ecosystems (Fig. 5d,e and Extended Data Fig. 11a). Notably, CM08 maintained consistent activity across healthy, adjacent non-tumour and tumour samples, suggesting that the multicellular ecosystem in healthy tissues was relatively well-preserved in cutaneous squamous cell carcinoma (Extended Data Fig. 11a). This finding aligns with the superior response to immunotherapy observed in skin cancers, such as melanoma and cutaneous squamous cell carcinoma, compared with other cancer types42, emphasizing the significance of contextualizing healthy ecosystems within the framework of cancer research (Supplementary Figs. 9 and 10 and Supplementary Table 10).
Given the extensive remodelling of multicellular ecosystems in cancer, we next examined the co-occurrence of cell subsets across individual cancer types. Our analysis revealed that cancer-associated subsets frequently co-occurred across multiple cancer types (Fig. 5f), indicating the emergence of a convergent multicellular ecosystem shared across cancers. To further explore this, we applied CoVarNet to the eight cancer types and identified four cancer-associated CMs (cCMs) (Extended Data Fig. 11b–d). Among these, cCM02, composed primarily of cancer-associated cell subsets, was enriched in tumour samples from most cancer types (Extended Data Fig. 12a,b), representing a cancer-associated TME ecosystem. Notably, cCM02 activity progressively increased from healthy to adjacent non-tumour, and then to tumour samples across cancer types (Fig. 5g,h and Extended Data Fig. 12c), underscoring its role as an indicator of tumour progression. We also observed increased co-occurrence of cell subsets within cCM02 in tumour samples compared with adjacent non-tumour samples, providing discernible evidence of tumour progression (Fig. 5i). Together, these findings highlight simultaneous rewiring of two types of multicellular ecosystem during tumour progression—marked by the loss of tissue-specific healthy organizations and the emergence of a convergent cancerous ecosystem (Extended Data Fig. 12d).
Further cytokine analysis for cCM02 revealed that key mediators of intercellular regulation included interferon, IL-18 and IL-15 (Extended Data Fig. 12e and Supplementary Table 11), aligning with a recent study highlighting CD8+ T cell-derived IFNγ as a critical modulator of the TME compared with TNF43. Additionally, DIALOGUE analysis identified an MCP associated with increased cCM02 activity in tumour samples, characterized by upregulation of S100 family member genes (S100A2, S100A9 and S100A8)44 across most cell subsets (Extended Data Fig. 12f and Supplementary Table 12). This TME programme was validated using external datasets from The Cancer Genome Atlas (TCGA) (Fig. 5j). To assess its clinical significance, we examined its expression in pre-invasive lung lesions from 51 individuals with known outcomes45. Remarkably, pre-invasive lesions that progressed to invasive lung cancer exhibited higher expression of this programme compared with those undergoing spontaneous regression (Fig. 5k), suggesting its potential for early diagnosis of cancer.
Discussion
Understanding how diverse cell types coordinate to maintain tissue homeostasis and contribute to disease progression remains a fundamental challenge in biology. Here we present a computational framework for systematically identifying cross-tissue, co-occurring CMs and their rewiring in cancer. The pan-tissue and pan-cancer single-cell atlases that we curated represent valuable resources for the community. CoVarNet bridges the gap between well-characterized cellular diversity and the complex organization and function of tissues. By linking CMs to phenotypic data, we uncovered fundamental biological insights, highlighting CMs as a scaffold for studying multicellular organization across diverse contexts. Together, these findings illuminate core principles of multicellular ecosystems and advance our understanding of tissue-level coordination in health and disease, opening avenues for future research and potential therapeutic insights.
Methodologically, CoVarNet offers several advantages over existing strategies for identifying cellular niches26 or spatial domains46 using spatial data. First, spatial datasets are often limited by gene coverage or resolution, impeding comprehensive profiling of multicellular ecosystems. By contrast, our approach leverages single-cell transcriptomes to define fine-grained CMs, which can then be mapped onto spatial data to capitalize on the strengths of both modalities. For instance, spatial mapping of CM02 and CM03 revealed distinct distributions that were not apparent from spatial data alone. This framework enables integrative, multimodal analysis across a wide range of biological contexts. Second, many existing methods rely on spatial proximity to infer intercellular relationships, potentially overlooking broader coordination. By contrast, our approach—based on co-occurrence patterns—captures both local and distal multicellular interactions, which may be essential for understanding complex networks such as systemic immunity and cross-tissue regulation.
This study has several limitations. Our current framework does not explicitly incorporate epithelial cells, the extracellular matrix or microbiome components. Including these essential elements in future analyses will provide a more holistic perspective on tissue-level functional coordination. Additionally, integrating coordinated intercellular networks with intracellular regulatory circuits47 holds promise for a more nuanced understanding of tissue functions. Expanding the analysis to larger cohorts and a broader range of phenotypes will further advance our understanding of multicellular ecosystems and their implications for translational medicine.
Methods
Single-cell data collection and preprocessing of healthy samples
To assemble a comprehensive pan-tissue cell atlas, we collected scRNA-seq datasets and conducted quality control procedures via the Scanpy48 toolkit, as detailed in subsequent sections (Extended Data Fig. 1 and Supplementary Table 1). Default parameters were used unless otherwise specified.
Data collection
We included scRNA-seq datasets from adult samples that met the following criteria: (1) utilization of fresh, not frozen, samples; (2) inclusion of samples based on cell-type enrichment: (a) no cell-type enrichment; (b) a mixture of immune, epithelial, endothelial and stromal compartments; (c) enrichment for either immune or non-immune cell populations; and (3) generation of single-cell, not single-nucleus, data using the 10x Genomics platform. These criteria were implemented to minimize batch effects across the datasets49. Ultimately, a total of 33 datasets from 26 cohorts were included, collectively representing a cell atlas across 35 human tissues.
Quality control
To standardize datasets annotated with different versions of the human genome assembly, we limited the transcriptome to the common set of 21,812 genes found in the three most widely used 10x Genomics gene annotations, specifically GRCh38 (Ensembl 84), GRCh38 (Ensembl 93) and GRCh38 (GENCODE v32/Ensembl 98). Cells identified as low-quality or germ line in the original studies were excluded, and only cells meeting the following criteria were retained: 500–8,000 genes, 1,000–100,000 gene counts, and less than 20% mitochondrial gene counts. We applied Scrublet50, integrated into Scanpy, to each cohort and removed cells with a doublet score exceeding the 90th percentile across all cohorts. We then excluded samples with fewer than 50 high-quality cells. In the end, the analysis comprised a total of more than 700 samples that passed the stringent quality control measures.
Preprocessing
Beginning with the combined gene count matrix across all datasets, we derived the normalized gene expression matrix by normalizing total counts per cell (library size) using a scale factor of 10,000 followed by logarithmic transformation. Highly variable genes (HVGs) were then selected using the function scanpy.pp.highly_variable_genes with the following parameters: (n_top_genes=2000, flavor = “cell_ranger”, batch_key = “datasetID”). Notably, HVG selection was performed after removing specific genes, including immunoglobulin genes, T cell receptor genes, ribosome protein-coding genes, heat shock proteins-associated genes, and mitochondrial genes. Several confounding effects, including total gene counts per cell, the percentage of mitochondrial gene counts, and cell cycle were addressed, using the function scanpy.pp.regress_out. Finally, HVGs were centred and scaled among all cells.
Single-cell data integration and annotation
To integrate these extensive datasets, we used the Scanpy toolkit with default parameters unless otherwise specified.
Benchmarking integration methods
To determine the best integration method for our datasets, we utilized scIB17 to benchmark several widely used Python-based tools: BBKNN18, Harmony51, Scanorama52 and deep learning-based scVI53, scANVI54, and SCALEX55. Among the 14 metrics in scIB, biological conservation for HVG and trajectory were not applicable, and the kBET metric was excluded owing to memory requirements exceeding 2 TB. Overall scores were calculated as a weighted mean (40/60) of batch correction and biological variance conservation. Importantly, we conducted two independent benchmarking analyses on the entire atlas and a subset atlas, respectively. In the end, BBKNN emerged as the top performer and was used for the integration of the pan-tissue datasets (Extended Data Fig. 2).
Dataset integration
Principal component analysis was performed on the centred and scaled HVG expression matrix to extract 50 principal components. BBKNN, integrated into Scanpy, was then executed with the dataset as the batch variable. The batch-corrected graph was then utilized to perform UMAP56 for visualizing cells on a two-dimensional layout.
Cell clustering and annotation
We performed at least two levels of unsupervised cell clustering and annotation. The first level of clustering was performed using the function scanpy.tl.leiden with resolution = 0.1 followed by identification of differentially expressed genes (DEGs; log2-transformed fold changes >1, FDR < 0.05, Student’s t-test). The eight broad cell types were identified on the basis of canonical markers and DEGs. We also received assistance with cell annotation from CellTypist7, an automated cell-type annotation tool, using the Immune_All_High and Immune_All_Low models. Subsequently, further clustering (second or more levels) was performed using context-specific resolutions to obtain several distinct cell subsets for each cell type. Epithelial cells were excluded from further clustering owing to their highly tissue-specific nature. In total, 2,293,951 high-quality cells from 706 samples across 317 donors were annotated into 76 non-epithelial subsets and 26 epithelia cell types.
Hierarchical clustering of cell subsets
We generated pseudo-bulk profiles for 76 non-epithelial cell subsets by averaging the gene expression of all cells within the same subsets. Next, unsupervised hierarchical clustering was performed using correlation distance and the hclust function (method = “ward.D”). The results were visualized using the dendextend R package.
CoVarNet framework
We introduced CoVarNet, a computational framework designed to systematically unravel coordination among multiple cell types. CoVarNet identifies co-occurring CM networks by analysing the covariance in cell subset frequencies across various samples.
CoVarNet overview
CoVarNet uses input data on cell subset frequencies within each cell type and sample. It utilizes two parallel modules to jointly determine CM networks by connecting co-occurring subsets (nodes) through edges. The first module applies NMF to the cell subset frequency matrix, identifying factors that prioritize subsets based on their weights. The top subsets of each factor act as co-occurring nodes in a single CM network. The second module identifies specifically correlated subset pairs, which act as potential edges. Multiple CM networks are then constructed to interconnect co-occurring nodes via these potential edges, followed by topological and statistical evaluations.
Input frequency matrix
To ensure comparability of cell-subset frequencies across tissues and clinical specimens, we included only samples without cell-type enrichment or those from mixtures of the four cell compartments. Samples with fewer than 50 high-quality cells were excluded. For each eligible sample, we computed the frequencies of cell subsets within their corresponding cell types. Min-max normalization was applied to correct the frequency matrix, mitigating the impact of varying numbers of cell subsets across different cell types. Thus, a corrected frequency matrix, ranging from 0 to 1, was utilized in the CoVarNet procedure. Specifically, we generated a frequency matrix consisting of 76 subsets (rows) and 510 samples (columns) for the pan-tissue atlas.
NMF
NMF has been used in the analysis of single-cell57,58,59,60 and spatial61,62 expression data to extract gene expression programmes. In this study, CoVarNet applies NMF to the frequency matrix to decipher cellular co-occurring programmes, specifically using the nsNMF method with ranks from 2 to 20, as implemented in the NMF R package63. To ensure robustness, we conducted 30 runs to derive a consensus output, consisting of k factors and their activities in each sample. Specifically, the top ten subsets of each factor were used as co-occurring node candidates in a single CM network for the pan-tissue analysis.
Rank selection
To determine the optimal rank for NMF analysis, we used the cophenetic correlation coefficient (CCC) as the evaluation index, in accordance with practices from previous reports1. CCC is used to quantify classification stability, with values ranging from 0 to 1 and 1 indicating maximum stability64. We denoted the CCC at rank k as ρk and established a procedure tailored to this context for consistent stability based on the following criteria: (1) ρk − 2 < ρk − 1 < ρk; (2) ρk > ρk + 1. Among a set of ranks meeting these criteria, the optimal rank was then identified as the one at which CCC is maximized. The optimal rank selected for the pan-tissue atlas was 12 (Extended Data Fig. 3a,b).
Specifically correlated subset pairs
CoVarNet utilizes Pearson correlation coefficients to assess whether any two cell subsets co-occur. For a given set of s cell subsets, pairwise correlation tests are performed based on the frequency matrix, resulting in an s × s correlation coefficient matrix (denoted R). To quantify the specificity of correlations, an indicator is defined. For each element rij (i < j) in R, its background set Sij and specificity index Spec (rij) are defined as:
$${S}_{ij}=\{{r}_{ik}| k\ne i\}\cup \{{r}_{kj}| k\ne j\}$$
$${\rm{Spec}}({r}_{ij})=\frac{| \{r\in {S}_{ij}| r\le {r}_{ij}\}| }{| {S}_{ij}| }$$
In other words, the specificity index is defined as the fraction of elements in the background set that do not exceed ri j. The specificity cutoff is determined by an automatic method. If n and N represent the assumed number of subsets in each CM and the total number of subsets, then the specificity cutoff Cutoff (n, N) will be determined as:
$${\rm{C}}{\rm{u}}{\rm{t}}{\rm{o}}{\rm{f}}{\rm{f}}(n,N)=1-\frac{(n-1)\times 2-1}{(N-1)\times 2-1}$$
This approach enables a balanced assessment of the number of subsets within CMs and their co-occurrence. Specifically correlated subset pairs are determined jointly by the correlation (coefficient and FDR) and specificity. We generated 147 pairs for the pan-tissue atlas. These pairs were visualized as a global network (Supplementary Fig. 4).
Construction, evaluation and visualization of CM networks
For each NMF factor, the top subsets are designated as potential nodes, and edges connect specifically correlated subset pairs, removing isolated nodes. In each constructed CM network, the connectivity score is calculated as the ratio of observed edges to the total possible edges among all nodes within that network. The statistical significance of this score is assessed using a permutation test (n = 10,000) on the node labels. We used the igraph R package to visualize the CM networks, with nodes colour-coded by cell type and edge colour gradients scaled to reflect specificity.
CMT classifications of samples
The CM activities in individual samples are measured by the coefficient matrix from the NMF procedure, with the sum of activities for all CMs equalling 1 for each sample. Each sample was assigned a CMT label based on its most abundant CM. For instance, if a sample exhibited the highest activity of CM01 among all CMs, it was labelled as CMT01. All healthy single-cell samples used across tissues were stratified into 12 CMT groups (Extended Data Fig. 3e).
Integrative analysis of scRNA-seq and GTEx RNA-seq
We utilized GTEx24 RNA-seq datasets to validate the CMs defined by single-cell data (Extended Data Fig. 4).
RNA-seq data preprocessing
We retrieved gene transcripts per million (TPM) and metadata for 17,382 bulk RNA-seq samples from the GTEx Portal (V8 release)65. Samples derived from cell lines were excluded, and the ‘Cervix uteri’ category was merged into the ‘Uterus’ category for consistency. To ensure consistency, only tissues represented in the single-cell cohort were retained, narrowing down to a total of 12,240 samples spanning 23 tissues for further analysis. Gene expression data were re-normalized to a uniform library size of 10,000 and log-transformed for comparability with single-cell data.
CMT classifications of RNA-seq samples
We began by identifying DEGs among pseudo-bulk CMT samples. The top ten DEGs, ranked by fold change, were designated as CMT signature genes. Utilizing the Seurat R package66, we applied the AddModuleScore function to calculate scores for individual RNA-seq samples based on these CMT signature sets. All negative scores were adjusted to zero, and 2.3% (278 out of 12,240) of samples with the highest score less than 0.2 were excluded to ensure robust classification. Ultimately, the remaining 11,962 samples were categorized into 12 distinct CMTs, facilitating a detailed examination of CM representation across the analysed tissues.
Tissue prevalence of cell subsets and CMs
To assess the prevalence of cell subsets across tissues, we compared observed (o) to expected (e) cell numbers for each subset-tissue combination, expressed as Ro/e = observed/expected, following established methods35,38,39. Expected cell numbers for each subset–tissue combination were derived from the Chi-square test, with enrichment defined as Ro/e > 1 (Fig. 1e and Supplementary Fig. 2). For the assessment of each CM, we computed tissue-level CM activities by averaging its activity across all samples within each tissue. The Ro/e ratio indicated the tissue distribution of CM profiles (Fig. 2c). To compare CM enrichment across 23 overlapping tissues between bulk and single-cell analyses, we independently calculated Ro/e ratios for each data type and combined them for comparison (Extended Data Fig. 4f). Results were visualized using the ComplexHeatmap R package67.
Analysis of spatial transcriptomics data
Data collection
We gathered published spatially resolved transcriptomics datasets (Visium and Xenium) of various human tissues and cancer types. Detailed accession numbers and references for these datasets are provided (Supplementary Table 3).
Cell subset identification
For deconvoluting spatial transcriptomics data, we utilized cell2location25, a Bayesian model capable of accurately resolving fine-grained cell types within spatial data. Utilizing both healthy and cancer datasets, we used the corresponding integrated scRNA-seq data as a reference to obtain cell-type signatures. Prior to this process, the scRNA-seq data was subsampled to 1,000 cells per cell subset. In cases where cell types comprised fewer than 1,000 cells, all available cells were included. Following the recommended guidelines of cell2location, we set N = 5 as the expected cell abundance per spot and αy = 20 to regularize within-experiment variation in RNA detection sensitivity. The output yielded the expected cell abundance per cell subset in each spot.
CM activities
To quantify and visualize CMs in spatial transcriptomics, we aggregated the abundance of the component cell subsets within each CM, applying weights derived from NMF results. The resulting CM activities were then scaled to a uniform standard, with the 99th percentile value across all CMs being set to 1, allowing for a direct comparison of their relative magnitudes.
Colocalization scores
To assess the colocalization of cell-subset components within CMs across Visium spots, we calculated the colocalization score for individual spatial sections. For each CM, we calculated Spearman correlation coefficients between subset pairs where at least one subset is within this CM, resulting in a set of correlation coefficients denoted as S. The median correlation coefficient within the CM is termed r. The colocalization score for each CM is defined as the proportion of correlations in S that are less than or equal to r, providing a measure of colocalization relative to global contexts.
Aggregation scores
To assess the regional aggregation of cell-subset components within CMs in spatial transcriptomics, we utilized the global bivariate Moran’s I68 using the spdep R package. Similar to the colocalization score, the aggregation scores were calculated using global Moran’s I instead of the correlation coefficient.
Cellular niches
To provide orthogonal validation for the identified CMs, we used CellCharter26 to identify cellular niches, clustering Visium spots based on both gene expression and spatial information to enable spatially informed niche categorization. This analysis was performed for each sample independently to mitigate batch effects, allowing cross-validation of results across samples from the same tissues.
Xenium analysis
The Xenium platform enables in situ characterization of hundreds to thousands of genes in cells and tissues with ultra-precise single-cell spatial imaging. Using published intestinal Xenium data, we characterized the spatial locations of CM02 and CM03. We first designed a gene panel to distinguish multiple cell subsets within these CMs, with gene transcript density serving as a proxy for CM intensity (Extended Data Fig. 5i). Spatial regions of the tissue (epithelium or lamina propria) were identified on the basis of k-means clustering (k = 2) in the original dataset. To assess CM distribution across tissue sub-regions, we selected six different areas within the intestinal mucosa and measured CM intensities, providing a spatially resolved, single cell-resolution distribution of CMs.
Cell–cell communication analysis
To disentangle complex cellular crosstalk within and across CMs, we performed ligand–receptor-mediated cell–cell communication analysis using single-cell data with the CellPhoneDB Python package11,27.
Global analysis agnostic to CMs
Considering the extensive number of cells, we conducted subsampling to equalize the contribution of each cell subset. Specifically, we subsampled the number of cells to 1,000 cells for each cell subset. However, if the total cell count for certain subsets did not exceed 1,000, all cells were included in the analysis. This approach aimed to ensure that the null distribution accurately represented all cell subsets, avoiding bias towards cell subsets with larger cell numbers. Subsequently, the CellPhoneDB procedure was used for statistical inference of cell–cell interaction specificity, allowing the derivation of cell–cell interaction counts among different cell types (Extended Data Fig. 6c) or CMs (Extended Data Fig. 6d) by averaging the results of corresponding cell subsets. We also validated these results using an alternative tool, CellChat69 (Extended Data Fig. 6e).
Comparative analysis informed by CMs
To explore the effect of tissue microenvironments (CMs) on cellular crosstalk within CMs, we conducted CellPhoneDB analysis using two groups of samples with high or low CM activities, respectively. For each CM, the ‘High’ group included all samples in which that CM showed the highest activity among all CMs, while other samples were used as the ‘Low’ group. Following the previously defined CMTs in ‘CMT classifications of samples’, taking CM01 as an example, all samples labelled as CMT01 were used as the High group, while other samples were used as the Low group. Subsequently, comparative analysis between the two groups focused on cell subsets that were components of each CM (Fig. 3g).
Cytokine response analysis
The recently reported Immune Dictionary provides a comprehensive overview of cell-type-specific responses to 86 cytokines28. Leveraging this foundational knowledge, we explored intercellular crosstalk within CMs through cytokine responses. CM07 and CM10 were excluded as they lack immune cell subsets, while CM12 had no significant cytokine outputs.
CM-dependent DEGs of cell subsets
The tissue microenvironments exerted a broad influence on cell-subset phenotypes in a CM-dependent manner. Specifically, for each immune subset, we identified its DEGs (log2-transformed fold changes >log2(1.2), FDR < 0.05, Student’s t-test) in samples from corresponding CMTs when compared with those from other CMTs, utilizing the Scanpy toolkit. These identified DEGs were interpreted as responses to cytokines within the tissue microenvironments associated with CMs.
Cytokine response inference
First, we built a database of cytokine signatures for each cell type, using supplementary table 3 from the Immune Dictionary publication28. Of note, we performed one-to-one conversion of mouse and human ortholog genes based on the Mouse Genome Informatics (MGI) database70 (http://www.informatics.jax.org/downloads/reports/HMD_HumanPhenotype.rpt). Subsequently, we conducted cell-type-aware immune response enrichment analysis using the hypergeometric test (FDR < 0.05) through the enricher function in the clusterProfiler R package71.
CM-specific cytokine networks
To visualize cytokine-mediated multicellular regulation, we constructed cytokine networks by considering both cytokine production and response in a CM-specific manner. For cytokines to be considered in a CM, the normalized expression value of the cytokine gene needed to exceed 0.1 in at least one of non-responsive cell subsets. In the case of heteromeric cytokines or cytokine complexes with two subunits, each subunit was separately represented. The igraph R package was used to generate visual representations of the cytokine networks.
Association analysis of CM activity and phenotypic factors
Tissues
We first examined the association between CM activities and tissues, excluding tissues with fewer than five samples. For each CM, we fitted a linear model, with adjusted R2 indicating the proportion of variance explained. The FDR of the F test was reported to ensure the robustness of the results. Given the strong tissue preferences of CMs, subsequent analyses focused on tissue-specific associations.
Sexes and age groups
In non-reproductive tissues, CM activities were compared between samples from male and female participants, with FDR-adjusted significance. Samples lacking age information were excluded from the analysis. Age data were categorized into groups: <35, 35–39, 40–49, 50–59, 60–69 and 70–85 years. For the breast dataset (D03) with over 100 samples (Supplementary Table 1), age was categorized as <50 or ≥50 years. Associations between CM activities and age groups were assessed, with adjustments for statistical significance. Specifically, we also examined associations between immune cell-subset frequencies and age groups in the spleen.
Additional phenotypes
We performed further association analyses between CMs and specific phenotypic factors. We analysed CM09 in relation to alcohol consumption in the lymph node, CM06 and CM11 with childhood tuberculosis in the lung, CM12 with menopause in the breast, and CM07 with menstrual cycle phases in the uterus.
CM05 regulators in the spleen
Inferring regulons
We used the pySCENIC30,72 pipeline to infer regulons for the four subsets (B03, B05, CD4T03, and I06) within CM05, performing the analysis separately for the three cellular lineages (B cells, CD4+ T cells, and innate lymphoid cells). For each subset, regulons were ranked on the basis of their regulon specificity scores (RSS), and the top 50 regulons with the highest RSS were selected for each cell subset. Seventeen regulons were shared among the four subsets.
Activities and target genes of shared regulons
Sample-level activities for shared regulons were determined by averaging cellular activities across all cells in each sample. The mean activity of each regulon was then compared across age-stratified sample groups. Target genes of shared regulons were compared across lineages, and a regulatory network was constructed to illustrate their interrelationships.
MCP analysis
MCP identifications
As different cell types within the same CMs tend to be exposed to similar tissue microenvironments, we hypothesized that they might exhibit coordinated responses. To investigate this, we utilized a method called DIALOGUE3 to map MCPs for CMs. This procedure involved setting the parameter (k = 3) and assessing the association between the MCPs identified and other phenotypes. This analysis was applied to CM12 in the breast and CM08, and resulted MCPs were termed as CM12 programme and CM08 programme.
Comparison between CM08 programme and other signatures
To compare CM08 programme and inflammatory and cytotoxic signatures, we calculated their overall expression in external RNA-seq data, as described previously73,74. Specifically, RNA-seq datasets of samples from individuals with advanced melanoma following anti-PD-1 therapies75 were downloaded from https://github.com/ParkerICI/MORRISON-1-public. The inflammatory signature genes of immune cells are defined as CD3D, IDO1, CIITA, CD3E, CCL5, GZMK, CD2, HLA-DRA, CXCL13, IL2RG, NKG7, HLA-E, CXCR6, LAG3, TAGAP, CXCL10, STAT1 and GZMB76. The cytotoxic signature genes are defined as IFNG, GZMA, GZMB, PRF1, GZMK, ZAP70, GNLY, FASLG, TBX21, EOMES, CD8A, CD8B, CXCL9, CXCL10, CXCL11, CX3CL1, CCL3, CCL4, CX3CR1, CCL5, CXCR3, NKG7, CD160, CD244, NCR1, KLRC2, KLRK1, CD226, GZMH, ITK, CD3D, CD3E, CD3G, TRAC, TRBC1, TRBC2, CD28, CD5, KIRDL4, FGFBP2, KLRF1, SH2D1B and NCR3 (ref. 77).
Inflammatory scores of CM12 subsets in the breast
We calculated the sample-level inflammatory scores for immune and fibroblast subsets within CM12. Fibroblasts and immune subsets were scored using the corresponding inflammatory gene sets. The inflammatory signature genes of fibroblasts are defined as PLAU, CHI3L1, MMP3, IL1R1, IL13RA2, TNFSF11, MMP10, OSMR, IL11, STRA6, FAP, WNT2, TWIST1 and IL24 (ref. 78). The inflammatory signature genes of immune cells are defined as above. Specifically, we first calculated the average gene expression among all cells of individual subsets for each sample. Subsequently, we used the R package AUCell30 to calculate the sample-level inflammatory scores.
Menopausal trajectory analysis
Discovery cohort
We constructed a menopausal trajectory in the breast (dataset D03; Supplementary Table 1) based on the frequencies of cell subsets within CM12, following the methodology described in a recent study5. To mitigate the impact of frequency differences between cell subsets, we applied z-score normalization to correct the frequency matrix. Subsequently, we computed the k-neighbourhood and performed clustering for breast samples using the function scanpy.pp.neighbours and scanpy.tl.leiden with default parameters. To model trajectories along menopause, we performed PHATE79 with a = 40, followed by pseudotime analysis using the Palantir80 standard pipeline. The starting point was defined as the cluster with a high proportion of pre-menopausal samples.
Validation cohort
The Reed dataset81 was used to validate the menopausal trajectory. For the epithelial-enriched (‘organoid’) samples in the dataset, cell subset annotation was performed with CellTypist7, using previously annotated gene expression profiles of breast tissue as a reference. The cell subset frequency matrix was subsequently input into the trajectory analysis as described above.
Pan-cancer single-cell atlas
To disentangle the rewiring of CMs along malignant progression, we constructed a pan-cancer transcriptomic atlas at single-cell resolution (Fig. 5a).
Data collection and preprocessing
Following the criteria set for healthy datasets, we selectively included scRNA-seq datasets from fresh (not frozen) samples without cell-type enrichment, generated using 10x Genomics single-cell (not single-nucleus) platforms. One exception is the ESCC_GSE160269 cohort, where samples represent a mixture of immune, epithelial, endothelial, and stromal compartments. Quality control and other preprocessing procedures were also applied consistently with healthy datasets. In total, more than 1,000 samples from 48 datasets were incorporated, collectively forming a cell atlas across 29 human major cancer types (Extended Data Fig. 10 and Supplementary Table 7).
Data integration, cell clustering and initial annotation
Following the methodology applied to healthy datasets, we performed dataset integration using BBKNN. Unsupervised clustering for all cells was carried out using the scanpy.tl.leiden function with a resolution of 0.1. Subsequently, we identified the eight broad cell types based on canonical markers.
Supervised cell annotation
To accurately determine cell identities in cancerous samples, we utilized a transfer-learning-based strategy for cell subset annotation. Initially, we curated a single-cell reference dataset that encompassed 76 non-epithelial cell subsets identified in healthy data and 15 cancer-associated subsets identified in various cancer types35,36,37,38,39 (Supplementary Table 9). The number of cells of each subset was subsampled to 1,000, unless the total cell count did not exceed 1,000. Subsequently, a transformer-based reference model was trained on the reference dataset. Following this, non-epithelial cells from the pan-cancer atlas were annotated using the reference model. These procedures were executed using TOSICA, a multi-head self-attention model, enabling interpretable cell-type annotation82. The epoch number for prediction was selected as 15 (Supplementary Fig. 8c). Cells with predicted probabilities <0.5 were removed (Supplementary Fig. 8d). In the end, a total of 3,038,535 high-quality cells from 1,062 samples of 717 donors were well annotated to be 91 non-epithelial subsets.
Rewiring of multicellular ecosystems in cancer
Samples used
To compare multicellular dynamics during tumour progression, we included eight cancer types that had at least three samples from each condition (healthy, adjacent non-tumour and tumour).
Interrogation of healthy CMs
To quantify healthy CMs across different conditions, we aggregated the abundance of the component cell subsets within each CM, applying weights derived from NMF results. The resulting CM activities were then rescaled to range from 0 to 1. For each cancer type, only the most dominant CM was considered.
Co-occurrence of cell subsets in individual cancer types
For each cancer type, we derived all specifically correlated cell-subset pairs using the correlation analysis module of CoVarNet. Compared with pan-tissue or pan-cancer analysis, the following more stringent cutoffs are used: coefficients >0.5, FDR <0.05 and specificity >0.95. Only identified specifically correlated subset pairs are used to perform comparison across eight cancer types.
Identification of cCMs using CoVarNet
Specifically, we generated a frequency matrix consisting of 91 subsets and 955 samples for the pan-cancer atlas. Specifically, the top 15 subsets of each factor were used as co-occurring node candidates in a single CM network for the pan-cancer analysis.
Interrogation of cCM02
To quantify cCMs across different conditions, we measured cCM02 activities using the same procedure as in healthy CMs.
cCM02 analysis
Co-occurring network
To explore the dynamics of cCM02 during tumour progression, we constructed two co-occurring networks of which nodes are the same as original nodes in cCM02, while edges were recalculated in two scenarios. One used healthy and adjacent non-tumour samples, while the other used tumour and adjacent non-tumour samples. Thus, CM networks were constructed using unaltered nodes and new edges.
Cytokine analysis
For each cell-subset component of cCM02, we identified its DEGs (log2-transformed fold changes >log2(1.2), FDR < 0.05, Student’s t-test) in tumour samples compared with adjacent non-tumour samples. These identified DEGs were used to perform cytokine analysis as described above.
MCP analysis
We conducted MCP identification using only tumour and adjacent non-tumour samples. Overall expression of MCP were calculated for the RNA-seq datasets from TCGA portal and microarray data of pre-invasive lung lesions45. TCGA datasets were downloaded using the TCGAbiolinks83 R package. Only projects with more than ten tumour or adjacent non-tumour samples were included. Datasets of pre-invasive lung lesions were downloaded from https://github.com/ucl-respiratory/preinvasive.
Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
This study conducted a comprehensive analysis based on curated datasets from previously published studies without generating new primary data. Curated pan-tissue and pan-cancer scRNA-seq datasets can be downloaded from Zenodo (https://zenodo.org/records/15169362)84 and can be interactively explored at http://cm.cancer-pku.cn. Spatially resolved transcriptomics datasets used are listed in Supplementary Table 3. Source data are provided with this paper.
Code availability
The source code of CoVarNet has been uploaded to the Github repository https://github.com/QiangShiPKU/CoVarNet. Other analysis code has been uploaded to Zenodo (https://zenodo.org/records/14175262)85.
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Extended data figures and tables
Extended Data Fig. 1 Overview of pan-tissue single-cell datasets.
(a) Statistics of donor, sample, and cell numbers before and after QC for scRNA-seq datasets. (b) Statistics of gene numbers. The intersecting gene sets of the three commonly used versions of 10x Genomics gene annotations are used for data integration. (c) Dot plot showing the number of samples per cohort. (d) Pie chart showing the percentages of cells profiled by different 10x Genomics platforms. (e) Bar plot showing the number of cells per tissue.
Source Data
Extended Data Fig. 2 Benchmarking data integration methods.
(a) Summary of benchmarking for several widely used Python-based integration methods on the total atlas and a subset atlas according to the scIB platform. Overall scores are calculated using a weighted mean of batch correction (40%) and bio-conservation (60%) scores. Methods are ranked by overall scores. (b) UMAP visualization of total cells colored by compartments (top) or tissues (bottom) across different integration methods.
Source Data
Extended Data Fig. 3 NMF and cell subset ranking.
(a) NMF rank selection based on cophenetic correlation coefficients and their consistency, with the final rank chosen as 12 (Methods). (b) Consensus plot for NMF with a rank of 12. (c) Bar plots showing the top 15 cell subsets ranked by NMF weights for each factor (CM). (d) Topological and statistical evaluations of CMs, with the connectivity score defined as the ratio of observed edges to the total possible edges among all nodes within the CM network. (e) CM activities in scRNA-seq samples across 34 tissues. Each sample is assigned a CMT based on its dominant CM, with samples ordered by CMT identities and tissues. (f) CM Shannon equitability across tissues. For box plot in d, the center line represents the median, the box limits delineate the upper and lower quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range.
Source Data
Extended Data Fig. 4 Validation of CMs using GTEx RNA-seq data.
(a) Overview of the GTEx data analysis pipeline. (b) Venn diagram showing intersecting tissues in GTEx RNA-seq and curated scRNA-seq cohorts. (c) CM activities in RNA-seq samples across 23 tissues. Each sample is assigned a CMT based on its dominant CM, with samples ordered by CMT identities and tissues. (d) Heat maps showing the average expression of CMT signature genes (rows) across scRNA-seq (left) and GTEx RNA-seq (right) samples grouped by CMT identities (columns). (e) Gene expression of selected cell subset markers across samples grouped by CMT identities. Data from scRNA-seq (top) and GTEx RNA-seq (bottom) are shown separately. Sample sizes are noted. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001, one-tailed unpaired Wilcoxon tests. (f) Tissue prevalence of CMs measured by Ro/e for tissues profiled using both single-cell (SC) and bulk RNA-seq. For box plots in e, the center line represents the median, the box limits delineate the upper and lower quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range.
Source Data
Extended Data Fig. 5 Spatial characterization of CMs.
(a,b) Spatial distribution of CM08 and CM10 (a) and their component cell subsets (b) in a Visium section of the skin. (c) Spatial aggregation (based on Moran’s I) among cell subsets within CM08 or CM10 in the Visium section shown in a,b. (d) Averaged spatial aggregation (based on Moran’s I) among cell subsets within CM08 or CM10 across six Visium sections from six available donors. (e–g) H&E staining (e), spatial distribution of CMs (CM02, CM03, and CM05) (f), and cellular niches identified by CellCharter (g) in three adjacent Visium sections of the ileum from one donor. (h) CODEX imaging of intestinal Peyer’s patches showing B cells (CD21, green), T cells (CD3, pink), and DCs (CD11c, cyan). Scale bars, 200 μm. Data from the HuBMAP portal (dataset ID: HBM785.FJVT.469). (i) Dot plot illustrating scRNA-seq expression of a gene panel differentiating CM02 and CM03 among various cell subsets in the colon. The percentages of colored subsets among similar subsets are indicated at the top. For example, 98.2% of the plasma cells (B10, B11, and B12) are B12.
Source Data
Extended Data Fig. 6 Spatial organization and cell-cell interactions of CMs.
(a) Schematic of two spatial metrics for CMs using 10x Visium data. The colocalization score evaluates the extent to which two cell subsets colocalize within the same spots, while the aggregation score measures the spatial adjacency of two cell subsets, encompassing both colocalization and broader spatial relationships. (b) Spatial aggregation (top) and cellular composition (bottom) of CMs. Top: CM aggregation scores across Visium samples colored by tissues (Methods). CMs are ordered by the median of aggregation scores across samples. Bottom: Proportion of different cell lineages in all cell-subset nodes within individual CM networks shown in Fig. 2b. None = 0 <Low <0.2 ≤ Medium <0.4 ≤ High. (c,d) CellPhoneDB cell-cell interaction analysis based on scRNA-seq data. Heat maps showing of cell-cell interaction counts within and across cell types (c) or CMs (d). Bar plots on the top and right represent the sums of the columns and rows, respectively. (e) CellChat cell-cell interaction counts based on scRNA-seq, stratified by ligand-receptor pair types. (f) Heat map showing the responsive cytokines (columns) among cell subsets within individual CMs (rows) (Methods). Bar plots on the top and left represent the sums of columns and rows, respectively. (g) Cytokine responsiveness in CMs. For each CM, the CM FDR denotes the minimum FDR value among all subsets within the CM (Methods). For box plot in b, the center line represents the median, the box limits delineate the upper and lower quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range.
Source Data
Extended Data Fig. 7 Associations between CM activity and tissue, sex, and age group.
(a) Bar plot showing the proportion of variance explained of CM activities by tissues, measured as adjusted R2 from linear models. Significance of linear models is indicated. (b) Heat map showing associations of CM activity with sexes in non-reproductive tissues. Two-tailed unpaired Wilcoxon tests. (c) Heat map showing associations of CM activity with age groups. Kruskal–Wallis tests. (d) CM09 activity and frequencies of its subsets in individual thymus samples stratified by age groups. Two-tailed unpaired Wilcoxon tests. (e) Bar plot showing associations between age groups and frequencies of immune cell subsets in the spleen. Kruskal–Wallis tests. (f) Frequencies of selected immune subsets in individual spleen samples stratified by age groups. Two-tailed unpaired Wilcoxon tests. (g) Frequencies of the B08 subset in individual spleen samples stratified by age groups. Two-tailed unpaired Wilcoxon tests. For box plots in d,f,g, the center line represents the median, the box limits delineate the upper and lower quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range.
Source Data
Extended Data Fig. 8 CM05 analysis in the spleen.
(a) Venn diagrams showing the overlap of four CM05 subsets in all signature genes (left) and signature TFs (right). (b) Expression of NR4A1, NR4A2, and NR4A3 in CM05 subsets and other cells within the same cell types. (c) Venn diagram showing the overlap of regulon TFs identified by SCENIC analysis and signature TFs. The eight shared TFs (key regulators) and other signature TFs are indicated. (d) Regulatory network of 17 convergent regulons in CM05. The key regulators are highlighted. Regulatory relationships are determined by SCENIC analysis. (e) Venn diagrams showing the overlap in regulon targets among different cell types. Hypergeometric tests. TF, transcription factor.
Source Data
Extended Data Fig. 9 CM12 analysis in the breast.
(a) Inflammatory scores of CM12 subsets in pre- and post-menopausal samples. Two-tailed unpaired Wilcoxon tests. (b) Bar plot showing the association between menopausal status and frequencies of all nonepithelial subsets in the breast. The dotted line indicates FDR at 0.05. Two-tailed unpaired Wilcoxon tests. (c) Dot plot showing the scaled expression of selected signature genes of CM12-related specialized fibroblast subsets in the breast. (d) Spatial distribution of CM12 cell subsets in a spatial transcriptomics slide of the breast. (e) CM12 activity and frequencies of S10 and S06 fibroblasts in samples under 50 years old and over 50 years old. Two-tailed unpaired Wilcoxon tests. (f) Validation of menopausal trajectory using another breast dataset (Methods). The PHATE embedding showing breast samples (individual dots) colored by menopausal status, pseudotime and frequencies of fibroblasts. (g) Trend lines show LOESS-smoothed fibroblast inflammatory scores along pseudotime in breast samples. The error bands show the 95% confidence intervals. For box plots in a,e, the center line represents the median, the box limits delineate the upper and lower quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile ranges.
Source Data
Extended Data Fig. 10 Overview of pan-cancer single-cell datasets.
(a) Statistics of donor, sample and cell numbers before and after QC for scRNA-seq datasets. (b) Dot plot showing the number of samples per cohort. c, Bar plot showing the number of cells per cancer type.
Source Data
Extended Data Fig. 11 Analysis of CMs and cCMs.
(a) Healthy CM activities across healthy, adjacent non-tumor, and tumor samples. Dots represent individual samples. Two-tailed unpaired Wilcoxon tests. (b) Topological and statistical evaluations of cCMs, with the connectivity score defined as the ratio of observed edges to the total possible edges among all nodes within the cCM network. (c) Bar plots showing the top 20 cell subsets ranked by NMF weights for each factor (cCM). (d) Network plots of the four CMs identified from the pan-cancer analysis. Nodes represent cell subsets labeled by short names and colored by cell types. Edge color indicates correlation specificity. For box plots in a,b, the center line represents the median, the box limits delineate the upper and lower quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range.
Source Data
Extended Data Fig. 12 Pan-cancer analysis of cCMs.
(a) cCM activities across cancer types. Each sample is assigned a cCMT by its dominant cCM, and all samples are ordered by their cCMT identities and cancer types. (b) Tissue prevalence of cCMs measured by Ro/e. (c) cCM02 activities in healthy, adjacent non-tumor, and tumor samples across cancer types. Dots represent individual samples. Two-tailed unpaired Wilcoxon tests. (d) Schematic representation of rewiring of multicellular ecosystems during tumor progression. Created in BioRender; Shi, Q. (2025), https://BioRender.com/atp19sm. (e) Heat map showing the responsive cytokines among cell-subset components of cCM02. Bar plots on the top and left represent sums of columns and rows, respectively. (f) Distribution of cCM02 MCP overall expression across different cell subsets for cells from tumor and adjacent non-tumor samples. Vertical black line indicates the median of the distribution. Two-tailed unpaired Wilcoxon tests. For box plots in c, the center line represents the median, the box limits delineate the upper and lower quartiles, and the whiskers extend to the highest and lowest values within 1.5× the interquartile range. cCMT, cCM type.
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Abstract
The eukaryotic genome is packed into nucleosomes of 147 base pairs around a histone core and is organized into euchromatin and heterochromatin, corresponding to the A and B compartments, respectively1,2. Here we investigated whether individual nucleosomes contain sufficient information for 3D genomic organization into compartments, for example, in their biophysical properties. We purified native mononucleosomes to high monodispersity and used physiological concentrations of polyamines to determine their condensability. The chromosomal regions known to partition into A compartments have low condensability and those for B compartments have high condensability. Chromatin polymer simulations using condensability as the only input, without any trans factors, reproduced the A/B compartments. Condensability is also strongly anticorrelated with gene expression, particularly near the promoters and in a cell type-dependent manner. Therefore, mononucleosomes have biophysical properties associated with genes being on or off. Comparisons with genetic and epigenetic features indicate that nucleosome condensability is an emergent property, providing a natural axis on which to project the high-dimensional cellular chromatin state. Analysis using various condensing agents or histone modifications and mutations indicates that the genome organization principle encoded into nucleosomes is mostly electrostatic in nature. Polyamine depletion in mouse T cells, resulting from either knocking out or inhibiting ornithine decarboxylase, results in hyperpolarized condensability, indicating that when cells cannot rely on polyamines to translate the biophysical properties of nucleosomes to 3D genome organization, they accentuate condensability contrast, which may explain the dysfunction observed with polyamine deficiency3,4,5.
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Main
The nuclear genome is largely partitioned into two regions: the gene-rich and relatively open euchromatin and the gene-poor and relatively compact heterochromatin. With the advent of technologies such as Hi-C and chromatin tracing, the complex hierarchal organization of the genome is now being appreciated1,2. Each chromosome occupies its own territory in the nucleus; the chromosomes are partitioned into the A and B compartments on a multi-megabase (Mb) scale, and these are further segmented into topologically associated domains (TADs) and loops on a 1-Mb to 10-kilobase (kb) scale. Heterochromatin organization has been explained in terms of chromatin condensation, having either liquid-like6,7 or gel-like8 properties. The heterochromatin is AT-rich and has many non-coding repeat sequences, whereas highly transcribing genes usually have low AT content9. Histone post-translational modifications (PTMs) and histone variants also reflect the functional state of the chromatin10.
Although the biological functions of genetic–epigenetic features have mainly been interpreted in the context of interacting partners, such as readers and writers of specific DNA sequences or epigenetic codes11, their intrinsic physical properties can also have direct biological implications. DNA sequences with high AT content or a long poly(dA:dT) tract can have peculiar groove structures and curvature, which can have special roles in ionic interactions12,13,14. Histone PTMs could be important modulators for determining the intrinsic properties of nucleosomes15. Despite extensive knowledge of genome organization, there is little understanding of the biophysical driving force behind genomic compartmentation. In this study, we investigate whether nucleosomes intrinsically encode the principles of genome organization, that is, whether individual nucleosomes are sufficient to spontaneously form large-scale organizations, such as the A and B compartments, and local organizations at promoters, enhancers and gene bodies without any chromatin readers, chromatin remodellers or further investment of energy. To address this issue, we developed an assay to measure the intrinsic condensability mediated by physiological condensing agents, and we applied it to human and mouse embryonic stem cells and differentiated cells.
Condense-seq of native mononucleosomes
We used various DNA- and nucleosome-condensing agents, including polyamines16, cobalt hexamine17, polyethylene glycol (PEG)18, calcium19, heterochromatin protein 1α (HP1α) and heterochromatin protein 1β (HP1β)20 to induce condensation of native nucleosomes in vitro. Native mononucleosomes were prepared by hydroxy apatite purification after in-nuclei micrococcal nuclease digestion of the chromatin, followed by size selection to obtain monodisperse samples (Fig. 1a and Extended Data Figs. 1a–e and 2c). The nucleosome condensation experiment was first performed using various concentrations of spermine as a condensing agent (Fig. 1b). Spermine is a small biological metabolite and a prevalent polyamine in eukaryote nuclei21. We showed that native mononucleosomes remain intact after condensation, and we used single-molecule fluorescence resonance energy transfer22 (FRET) to show that spermine, at concentrations that induce the formation of large nucleosome condensates, does not induce detectable unwrapping of nucleosomal DNA (Extended Data Fig. 1f–h). By sequencing the nucleosomes remaining in the supernatant and comparing them with the input control, each nucleosome could be localized along the genome and its survival probability after condensation could be estimated (Extended Data Fig. 2a,b). We defined ‘condensability’ (the propensity to be incorporated into the precipitate) as the negative natural log of the survival probability (Fig. 1a). Using this ‘condense-seq’ assay, we could determine genome-wide condensability at single-nucleosome resolution. We also validated that our condensability metric is indeed a measure tightly associated with how many nucleosomes survived in the supernatant after condensation, by showing that the nucleosome counts in the supernatant, not those of the input, are mainly responsible for the condensability contrast (Extended Data Fig. 2d–g). We also checked the reproducibility and robustness against the choice of nucleosome peak calling methods (Extended Data Fig. 2e,j,h).
Fig. 1: Condense-seq measures genome-wide single-nucleosome condensability.

a, Schematic of the condense-seq workflow. b, The total amount of NCP or nucleosomal DNA remaining in the supernatant was measured by ultraviolet–visible (UV–VIS) spectrometry. Left; graph of three biological replicates, error bars denote standard deviation, and the statistical significance of the difference between DNA and NCP is shown as a P value, obtained by two-sided Welch’s t-test, marked with an asterisk: 0.0034, 0.06, 0.007 and 0.013, respectively. Right, their integrity was checked by 2% agarose gels; lane 1 is a low-molecular-weight DNA ladder, and other lanes are supernatant nucleosomes or nucleosomal DNA after condensation with various spermine concentrations. c, Genome segmentation into chromatin states based on histone PTM ChIP-seq data (right). All mononucleosomes of chromosome 1 were categorized and their condensability distribution for each chromatin state is shown (boxplot in which the centre is the median and the lower and upper bounds are the first and third quartiles, respectively). The P values were computed using two-sided Welch’s t-test comparing the condensabilities between chromatin states. Cohen’s d metric denotes the effect-size comparison over more than 7,000 nucleosomes for each state from two biological replicates (also shown in Extended Data Fig. 2i). d, RNA-seq data (red) and condensability (blue) over the entire chromosome 1 (Spearman correlation is −0.8 in 100-kb bins); positions are given in Mb. e, All genes were grouped into five quantiles according to the transcription level (quantiles 1–5 (Q1–Q5), in order of increasing transcription). Top, condensability, AT content and H3K27ac level along the transcription unit coordinate averaged for each quantile. Bottom, heat maps show the same quantities for each gene, rank ordered by increasing gene expression. f, Promoter condensability (averaged over a 5-kb window around the TSS) for H1-hESC and GM12878. Each gene is coloured according to its relative expression level in the two cell types. Black symbols indicate embryonic stem cell marker genes. FPKM, fragments per kilobase of transcript per million mapped reads; a.u., arbitrary units. Illustration in a created in BioRender (Park, S. (2025) https://BioRender.com/q73ofz1).
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Condensability and gene expression
Chromosome-wide condensability maps for H1 human embryonic stem cells (H1-hESCs) are shown in Fig. 1d and Extended Data Fig. 3a,b. At a resolution of 1 Mb, condensability varies from 2 to 3, and it greatly increases in the subtelomeric and pericentromeric regions. Gene expression, as assessed by RNA-seq23, shows a clear anticorrelation with condensability (a Spearman correlation of −0.8). At a much finer scale, condensability around the transcription start site (TSS) is the lowest for the most highly expressed genes and highest for those expressed least (Fig. 1e). These findings are surprising because they indicate that single native nucleosomes isolated from the cell have biophysical properties, high or low condensability, that are associated with low and high transcription, respectively, even though condensability was determined in vitro in the absence of any other factors normally present in vivo. Other features, such as AT content, CpG methylation density and levels of H3K9ac, H3K27ac and H3K4me3, were also dependent on gene expression, but individually they were poor predictors of condensability profiles across the promoter region (Fig. 1e and Extended Data Fig. 3c). For example, although AT content is also the lowest around the TSS in genes with the highest expression, its dip is approximately two-fold narrower than the condensability dip (Fig. 1e). Another example is H3K27ac, which, although stronger in highly expressed genes, does not match well with condensability in either width or rank order (Fig. 1e). Notably, even in highly expressed genes, condensability quickly increases as we examine regions farther away from the TSS and into the gene body (Fig. 1e).
Next, we used ChromHMM24 to segment the genome into 12 chromatin states on the basis of histone modifications and observed differences in condensability depending on the chromatin state (Fig. 1c and Extended Data Fig. 2i). Promoters and enhancers show the lowest condensability, whereas heterochromatin, gene body, Polycomb repressed and quiescence state regions show the highest condensability. Furthermore, strength dependence was observed, with strong promoters and enhancers showing lower condensability than do weak promoters and enhancers. Overall, transcriptionally active chromatin states show low condensability compared with inactive states, with one exception: the gene body shows high condensability, and this is true even in highly expressed genes, as noted earlier (Fig. 1c).
In the genome browser view of an approximately 40-kb window of human chromosome 1 (Extended Data Fig. 3b), condensability obtained from H1-hESCs has two main minima approximately 2 kb in width and overlapping with cis-regulatory regions, a promoter and an enhancer. The depth of the minima is approximately two in natural log scale, indicating that the nucleosomes there are about 7.3 times, e2, less condensable than average nucleosomes in probabilistic metric. Both overlapped with CpG islands and also with Dnase I hypersensitivity peaks, but these are much narrower than the condensability dips.
We next tested the possibility that the condensability contrast is driven mainly by AT content14, and is therefore independent of cell type or cellular state, by performing condense-seq for a differentiated cell type, GM12878 (Extended Data Fig. 7). Condensability in the 5-kb region surrounding the TSSs of all annotated genes shows wide variations between the two cell types (Fig. 1f). Importantly, genes with higher expression in the differentiated cell (GM12878) than in the embryonic stem cell (H1-hESC) show lower condensability in the differentiated cell than in the embryonic stem cell. Therefore, condensability of the promoter region is cell type-dependent, excluding the possibility that cell type-independent features, such as AT content, are the primary determinant of promoter condensability. Notably, embryonic stem cell markers, such as NANOG, SOX2 and KLF4, have promoter regions that are much less condensable in the embryonic stem cell than in the differentiated cell (Fig. 1f).
We also applied condense-seq to mouse embryonic stem cells at embryonic day 14 (E14 mESCs) and found similar results, including the dependence of condensability on chromatin states, an anticorrelation between condensability and gene expression, and cell-type specificity (Extended Data Fig. 3d–g).
Nucleosomes encode for A/B compartments
The chromosome-wide anticorrelation between condensability and gene expression raised the possibility that nucleosome condensability is closely associated with euchromatin or heterochromatin compartmentalization. We compared the condensability profile with the A/B compartment score obtained from the H1-hESC Micro-C data23. We observed a clear anticorrelation between the condensability and the A/B compartment score on the chromosome-wide Mb scale (Extended Data Fig. 4a) and on the 100-kb scale (Fig. 2d). At the finer scale of TADs and their boundaries that are determined by transacting factors such as cohesins and CTCF25, the correlation between the experimental TAD insulation score and the predicted score based on condensability was understandably weaker (Fig. 2b and Extended Data Fig. 4b). Genomic accessibility measured by ATAC-seq26 also showed an anticorrelation with condensability, in which more-accessible or opened genomic regions were less condensable than less-accessible ones (Fig. 2e). This inverse relationship between chromatin openness and condensability was even more pronounced when compared across chromatin states (Fig. 2f and Extended Data Fig. 4c,d).
Fig. 2: 3D genome compartmentalization information is encoded in native mononucleosomes.

a, Nucleosome–nucleosome pair-wise interaction energies (εij) were derived from the condense-seq measurements according to the Flory–Huggins theory. The chromatin polymer simulation was done using these interaction energies to predict the 3D chromatin structure solely from the nucleosome condensability. b, Comparison of contact probability matrix between the Hi-C data of GM12878 (lower-left triangle) and the polymer simulation (upper-right triangle). Bottom, the A/B compartment scores were computed using the Hi-C data or polymer simulation with interaction energies based on the condensability (φ). TAD insulation scores were also computed for the Hi-C data and polymer simulation. Pearson correlations between simulation (Sim) versus experimental (Exp) values are shown (0.8 for A/B compartment score and 0.5 for TAD insulation score comparison). c, Contact probability versus genomic distance from the Hi-C experimental data (orange) and a polymer simulation (blue). The scale factor of exponential fitting is: simulation, a = 1.2; experimental, a = 1.1. d, A/B compartment score versus condensability in 100-kb bins. The black line is a logistic curve fit. e, Condensability versus chromatin accessibility (ATAC-seq fold change) in 1-kb bins (the colour bar represents the number of 1-kb bins in the 2D density plot with 20 × 20 bins). Spearman correlation = −0.46. f, Condensability and ATAC score versus ChromHMM chromatin state for chromosome 1. In the boxplots, the centre is the median and the lower and upper bounds are the first and third quartiles, respectively; P values were computed using a two-sided Welch’s t-test for comparing chromatin openness in different chromatin states; Cohen’s d was calculated for comparing the effect size over more than 100,000 genomic bins for each state from two biological replicates. a.u., arbitrary units.
Source Data
We also showed that the in silico chromatin polymer simulation of a human chromosome with pair-wise interaction energies derived from condensability alone as an input (Fig. 2a) can faithfully reproduce A/B compartments from the Hi-C data (Pearson correlation coefficient of 0.8 for GM12878) (Fig. 2b,c). This spatial segregation probably results from the exclusion of less-condensable chromatin from the compacted highly condensable core, and this is reminiscent of the inverted chromatin organization of rod photoreceptors27. Indeed, when AT-rich DNA and GC-rich DNA are co-condensed in the presence of spermine, they spontaneously form a spatially segregated structure in which an AT-rich DNA core is surrounded with GC-rich DNA, probably because of their differential condensabilities14 (Extended Data Fig. 4e,f). Together, our results imply that the native mononucleosomes intrinsically have, even in the absence of other factors, many of the biophysical properties needed for the large-scale A/B compartmentalization (around 80% in the case of GM12878 cells).
Genetic and epigenetic basis
Next, we sought to identify the genetic and epigenetic features that determine nucleosome condensability. We observed a good correlation between the condensability and the AT content (Extended Data Fig. 5a), reminiscent of stronger polyamine-induced attractive interactions between AT-rich DNA compared with GC-rich DNA of the same length14. No significant correlation was found between condensability and dinucleotide periodicity associated with the rotational phasing of nucleosomal DNA28 and extreme DNA cyclizability29 (Extended Data Fig. 5b,c), which indicates that there are distinct biophysical mechanisms of nucleosome stability and condensability.
By analysing DNA methylation and histone chromatin immunoprecipitation followed by sequencing (ChIP-seq) data for H1-hESC in the Encyclopedia of DNA Elements (ENCODE) data portal30, we investigated epigenetic features associated with nucleosome condensability (Extended Data Fig. 5d). Epigenetic marks associated with transcriptional activation were highly enriched in low-condensability partitions, with the lone exception of H3K36me3. Repressive epigenetic marks, such as H3K9me3 and CpG methylation density, were more enriched in high-condensability partitions. However, some of the other repressive marks, such as H3K27me3 and H3K23me2, were enriched in the least-condensable fraction (Extended Data Fig. 5d), potentially owing to confounding effects from poised promoters prevalent in embryonic stem cells, which simultaneously have both active and inactive marks, such as H3K27ac and H3K27me3, respectively31, or bivalent promoters in the case of H3K23me2 (ref. 32). To reduce the confounding effects of diverse features occurring simultaneously in some nucleosomes, we stratified the data into subgroups that shared all features except one for comparison with condensability. This conditional correlation analysis showed that high condensability was the most strongly correlated with AT content, H3K36me and H3K9me3 (Fig. 3b). Low condensability was strongly correlated with histone acetylation in general and with H2AFZ, H3K4me1, H3K4me2, H3K4me3, H3K79me1 and H3K79me2. Machine-learning-based modelling also predicted the nucleosome condensability based on those genetic and epigenetic components as input with similar importance (Extended Data Fig. 5f–h).
Fig. 3: Identification of the biophysical driving force of chromatin condensation and its genetic and epigenetic determinants.

a, Correlation of condensability scores for the condensing agents tested: spermine (sp4+), spermidine (spd3+), cobalt hexamine (CoH3+), polyethylene glycol (molecular weight 8,000; PEG), Ca2+, HP1α and HP1β/tSUV39H1 (HP1β + tSUV). b, Conditional correlations between condensability and various genetic and epigenetic factors for spermine (top) and HP1α (bottom). c, Condensability profiles versus gene unit position averaged over each of the five quantiles, from weakly expressed to highly expressed genes for spermine (top) and HP1α (bottom). d–f, Condense-seq results of the PTM library. The effects of single PTMs on nucleosome condensation are depicted in the cartoon structures for spermine (d) and HP1α (f). Each symbol represents a PTM of a specific type, as shown in the key, and its size is proportional to the strength of the effects. The colours of the marks indicate the direction of the effect (red, decrease condensability; blue, increase condensability) compared with the unmodified control. All condensability scores of the PTM library using spermine as a condensing agent are shown (e). The library members were sorted from the lowest to the highest condensability scores from top to bottom. Left, the ladder-like lines represent each histone peptide from the N terminus (left) to the C terminus (right). Each mark on the line indicates the location of PTMs, and the shape of the marks represent the PTM type (Ac, acetylation; Me, methylation; Cr, crotonylation; Ub, ubiquitylation; Ph, phosphorylation; GlcNAc, GlcNAcylation; Mut, amino acid mutation; Var, histone variant). Right, the change in condensability scores of the various modified nucleosomes compared with the control nucleosomes without any PTMs is shown as a bar plot. Asterisks indicate statistical significance (P < 0.05, two-sided Welch’s t-test used over three independent biological replicates) compared with the wild-type control. a.u., arbitrary units.
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We also used bottom-up mass spectrometry to identify histone PTMs enriched in supernatant/pellet/input native nucleosome samples before and after condensation by spermine (Extended Data Fig. 6a–c). By counting histone H3 and H4 peptides containing PTMs, we computed the enrichment of PTMs in the supernatant and compared them with unmodified peptides as the control (Extended Data Fig. 6a,b). Consistent with the genomic analysis based on ChIP-seq data, we found that the supernatant was depleted of repressive marks such as H3K9me3 and was strongly enriched in most of the acetylation marks, especially poly-acetylation marks. The H3K27 and H3K36 methylation marks did not show either clear enrichment or depletion, similar to the condense-seq analysis.
To investigate more directly how histone PTMs affect nucleosome condensation without contributions from the DNA sequence or cytosine methylation, we used a synthetic nucleosome PTM library formed on identical Widom 601 DNA sequences33. By performing condense-seq and demultiplexing using the appended barcodes, we obtained the condensability change for each PTM mark compared with controls that did not have any PTM marks (Fig. 3e). All single modifications, except for phosphorylation, showed a decrease in condensability relative to the unmodified control (Fig. 3d). Ubiquitylation was the most effective in making nucleosomes less condensable, followed by acetylation, crotonylation and methylation, in that order. The intrinsic solubilizing effect of ubiquitin-like proteins has previously been demonstrated for SUMO34. Electrostatic interaction is a key determinant, as shown by the strong impact of acetylation and crotonylation, which add negative charges that would require more polyamines to neutralize the net negatively charged nucleosomes during condensation. Acetylation on histone tails has a much stronger effect than acetylation on the histone fold domain (Fig. 3d), having the strongest effect on the H4 tail, followed by the H2A, H2B and H3 tails, respectively. The H2A.Z variant showed significantly reduced condensability compared with the canonical histones (Fig. 3e), which is consistent with the conditional correlation analysis (Fig. 3b) and also with previous reports that H2A.Z makes oligonucleosomes more soluble, potentially owing to the different acidic patch structure of the variant35,36. A linear regression model trained on only the PTM library condensability data could qualitatively predict genomic nucleosome condensability (Extended Data Fig. 6d–f).
Next, to examine the effects of genomic DNA sequences on nucleosome condensation, we synthesized a ‘reconstituted’ nucleosome library composed of genomic nucleosomal DNA purified from GM12878 cells reconstituted with recombinant canonical histone octamers that were devoid of PTMs (Extended Data Fig. 7a,b). Remarkably, the reconstituted nucleosomes showed higher condensability overall compared with native nucleosomes (Extended Data Fig. 7c) and lost the chromatin state dependence (Extended Data Fig. 7d). They also lost the correlation with gene expression on a genome-wide scale (Extended Data Fig. 7e) and for individual genes near the TSS (Extended Data Fig. 7f). These results show the primary importance of histone PTMs for determining genomic nucleosome condensability.
In the cellular context, because genomic nucleosomes are decorated with the combinations of multiple PTMs and cytosine methylation in different sequence contexts, as shown in non-negative matrix factorization (NMF) clustering (Extended Data Fig. 5e), nucleosome condensation properties are likely to be a complex emergent outcome of the combined effects of the individual genetic and epigenetic features. If so, we may conclude that nucleosome condensability is a natural axis onto which to project the high-dimensional cellular chromatin state. We view condense-seq as a readily adoptable tool for studying functional genome organization in a variety of contexts.
3D genome through electrostatics
Polyamines are thought to induce condensation of DNA and nucleosomes by making ion bridges between negatively charged DNA16. If such charge–charge interactions are a major driving force, other ionic condensing agents should also induce condensation. We performed condense-seq on H1-hESC mononucleosomes using spermidine, cobalt hexamine, magnesium ions and calcium ions, as well as PEG (Extended Data Fig. 8a). For all condensing agents, chromosome-wide Mb-scale condensation profiles were anticorrelated with gene expression, and all ionic condensing agents showed good correlations with each other in terms of condensability at the 10-kb scale, except for calcium, which condensed mononucleosomes poorly (Fig. 3a and Extended Data Fig. 8b). Similarly, all ionic condensing agents also showed very strong correlations for condensation of the synthetic PTM library (Extended Data Fig. 9a–c,f). Intriguingly, charge-swap mutations on the acidic patch on histone H2A/B, which was previously suggested to be the nucleosome–nucleosome interaction interface37, induced the largest condensability increase among PTM library members for all ionic condensing agents (Fig. 3e). Thus, this trend, combined with our observation that polymer simulations using nucleosome condensability as the sole input can predict A/B compartments (Fig. 2), further points to the electrostatic interaction between nucleosomes mediated by multivalent ions as a major driving force for large-scale genomic compartmentalization (see Supplementary Note 4 for further discussion).
Next, we performed condense-seq on H1-hESC nucleosomes using HP1α and HP1β proteins as condensing agents (Extended Data Fig. 8a). On the Mb scale, the chromosome-wide condensability profile was anticorrelated with gene expression, as in the case of ionic agents (Extended Data Fig. 8b). However, on the 10-kb scale, the condensability results for the ionic agents versus heterochromatin protein 1 (HP1) did not show good correlations (Fig. 3a). Using previously annotated data, we quantified the correlations between condensability and various markers of nuclear subcompartments: the lamina-associated domain (LAD)30, nucleolar-associated domain (NAD)38 and speckle-associated domain (SPAD)39 (Extended Data Fig. 8c). For all condensing agents, condensability is strongly anticorrelated with nuclear speckle and transcription markers and weakly anticorrelated with Polycomb markers. Heterochromatin, nucleolar-associated and lamin-associated marks show a positive correlation with condensability, with the strongest correlation being observed between HP1-mediated condensability and the H3K9me3 marks. Differences between the ionic agents and HP1s were further identified in the ChromHMM genome segmentation; condensability is low at promoters and enhancers for all condensing agents, but the magnitude of this effect is much reduced for HP1 (Extended Data Fig. 8d). Interestingly, the gene body showed low condensability with HP1, in contrast to the high condensability with the ionic agents. Consistently, the condensability profile of HP1α from TSS to transcription termination site (TTS) also showed reduced condensability in highly expressed genes, not only near the TSS, but also along the gene body (Fig. 3c). Conditional correlations also revealed that condensability with HP1α is negatively correlated with H3K36me3 and positively correlated with H3K9me3 (Fig. 3b).
We also performed condense-seq on the PTM library using HP1α as the condensing agent. H3K9me3 profoundly increased nucleosome condensation by HP1α (Fig. 3f and Extended Data Fig. 9d), which is consistent with HP1α’s role as an H3K9me3 heterochromatin mark reader40,41. Interestingly, regardless of PTM type, most PTMs on the H3 tail also showed a slight increase in HP1-induced condensation, and this trend was stronger at locations farther from the nucleosome core. This finding might indicate that HP1α could also recognize other PTMs on the H3 tail in a nonspecific manner, and/or that these H3 tail modifications may also affect nucleosome dynamics, thereby indirectly influencing interactions with HP1α15. Apart from the H3 tail modifications, most PTMs showed similar effects between HP1α and ionic agents, reducing condensability.
Polyamine loss causes hyperpolarization
Polyamines are one of the most prevalent biological metabolites21. We performed condense-seq on mouse T cells, the activation and differentiation of which are crucially impacted by polyamines3. We isolated and activated CD8+ T cells from control mice and mice with a T cell-specific knockout (KO) of ornithine decarboxylase (ODC) (Fig. 4b), which is a rate-limiting enzyme for polyamine synthesis, converting ornithine to putrescine, which can then be further metabolized to spermidine and spermine (Fig. 4a). We also examined wild-type mouse CD8+ T cells treated with difluoromethylornithine (DFMO), which is a chemical inhibitor of ODC42. For all three (control, Odc KO and +DFMO), native nucleosomes were purified and subjected to condense-seq with spermine (Fig. 4b and Extended Data Fig. 10a).
Fig. 4: Polyamine deficiency globally hyperpolarizes but locally disorganizes chromatin condensability.

a, ODC is a key enzyme in polyamine biogenesis and is inhibited by DFMO. b, Mouse CD8+ T cells were isolated and activated in vitro before condense-seq. c, Mononucleosome condensability distribution in various chromatin states classified using ChromHMM. The statistical significance (P value) of the difference between polyamine-deficient conditions versus wild type was computed using two-sided Welch’s t-test, and the effect size, Cohen’s d, over more than 2,000 nucleosomes for each state from two biological replicates, was also computed for comparison. d, Condensation point (c1/2) for chromosome 1 for +DFMO and Odc KO (solid lines show condensability; the dotted line shows the A/B score). e, Condensability over gene units averaged over genes belonging to five quantiles of gene expression. f,g, Gene set enrichment analysis (GSEA) of polyamine-deficient conditions Odc KO (f) and +DFMO (g) compared with the wild type. Genes were ordered by Δz, the z-score of condensability relative to the wild type, shown above. Each row corresponds to the Gene Ontology (GO) biological process (GOBP) strongly enriched for strongly positive or strongly negative Δz values, and genes belonging to that gene set are localized by tick marks. The top 10 positively and negatively enriched GO biological processes are shown. The enriched GO biological processes are clustered by their biological function (red, developmental; green, T cell activation and immunity; orange, mRNA splicing related). h, For each quantile of Δz near the TSS (Q1–Q5), averaged Δz versus transcription unit position is shown for Odc KO versus wild type (top left) and +DFMO versus wild type (top right), and averaged ChIP-seq signals in the wild type are shown for H3K4me3 (bottom left) and H3K27me3 (bottom right). i, Polyamine deficiency induces global hyperpolarization of chromatin compartmentalization but disrupts local chromatin organization (darker colours and the arrows shown for the polyamide deficiency condition depict hyperpolarized compartments), especially at genomic loci enriched with H3K27me3 marks. a.u., arbitrary units. Illustration in b created in BioRender (Park, S. (2025) https://BioRender.com/q73ofz1).
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To enable a quantitative analysis of subtle differences across different conditions, we used another metric, condensation point (c1/2), a spermine concentration at which the soluble fraction is half the input (Extended Data Fig. 10b). Thus, c1/2 is inversely correlated with the previously defined condensability score (Extended Data Fig. 10i). The c1/2 values of nucleosomes have a higher dynamic range in Odc KO and +DFMO cells than in wild-type cells (Extended Data Fig. 10c–h), such that disrupting polyamine synthesis seems to amplify the contrast, in which highly condensable nucleosomes become even more condensable, and poorly condensable nucleosomes become even less condensable (Fig. 4d). We propose that when cells cannot rely on endogenous polyamines to bring together more-condensable nucleosomes to form B compartments or to induce promoter condensation, they modify the nucleosomes to accentuate the condensability contrast. That is, following polyamine depletion, nucleosomes with biophysical properties associated with high condensability acquire changes to make their condensability even higher, and those with low condensability even lower. In support of this suggestion, similar trends of hyperpolarization were observed for individual nucleosomes that were categorized into different chromatin states (Fig. 4c), as well as in the condensability profiles of genes grouped into different quantiles according to their gene expression levels (Fig. 4e).
To investigate the possible local, gene-specific changes following polyamine depletion, we standardized the condensability score across different conditions using the z-score. ODC inhibition and Odc-KO induced z-score changes in single genes, Δz, are correlated between the two conditions (a Spearman’s correlation coefficient of 0.6) (Extended Data Fig. 10j). Among the chromatin states, active and poised promoters were the most affected, showing the largest changes of z-scores in condensability following polyamine depletion (Extended Data Fig. 10k). Gene set enrichment analysis43 showed that many T cell activation and other immune signalling processes were enriched among genes that showed significant increases in condensability, but a variety of developmental and differentiation processes were enriched among genes that showed significant reduction in condensability following Odc KO (Fig. 4f) or ODC inhibition (Fig. 4g). Development-related genes, which are repressed through H3K27me3 (ref. 44), were particularly strongly affected by Odc KO, and indeed, genes with the largest decreases in z-score of the promoter condensability following Odc KO (quintile 1; Fig. 4h) showed the greatest enrichment of H3K27me3 (Fig. 4h) in the wild type. The importance of the H3K27me3 mark was validated by a histone PTM immunostaining screen using flow cytometry that showed a global increase in H3K27me3 in Odc-KO CD8+ T cells, which also showed a global increase in H3K36me3 (Extended Data Fig. 10l). This was further analysed by calibrated ChIP-seq experiments, which showed a small but significant increase in H3K27me3 following DFMO treatment, particularly at active chromatin regions, whereas H3K27ac levels were almost unchanged, with very slight decreases in heterochromatin regions (Extended Data Fig. 10m,n). Together, our results show that polyamine deficiency not only globally hyperpolarizes genome compartmentalization, making nucleosomes in B compartments and poorly expressed gene promoters more condensable and nucleosomes in A compartments and highly expressed gene promoters less condensable, but also causes local chromatin disorganization, especially in developmental genes, which could lead to problems with cell differentiation (Fig. 4i).
Discussion
Our results indicate that biophysical information that is important in large-scale organizations, such as A/B compartments, and in local organizations, at promoters and enhancers, is electrostatically encoded in native nucleosome core particles. By showing that connectivity is not essential for heterochromatin-associated nucleosomes to condense more readily than euchromatin-associated nucleosomes, our data are synergistic with studies showing that 30-nm fibres do not form in cells45. Even when more-specific interactions between chromatin and proteins, such as HP1, Polycomb repressive complex, cohesin and CTCF, and other non-coding RNAs, are responsible for smaller-scale, function-directed chromosome organization, the intrinsic condensability of individual nucleosomes forms a biophysical backdrop that must be taken into consideration (Extended Data Fig. 8e).
The differences in nucleosome condensability between H1-hESC and GM12878 show how compartmentalization changes after cellular differentiation; the genome-wide condensability in GM12878 shows the higher dynamic range and better correlation with A/B compartment scores (Extended Data Fig. 7d,e). Furthermore, the condensability near TSSs decreased deeply and widely, even affecting the gene body of highly transcribing genes of GM12878 (Extended Data Fig. 7f), whereas condensability on the gene body of H1-hESC is consistently high, regardless of gene expression level (Fig. 1c,e). This difference could be compensated for by expressing other heterochromatin proteins such as HP1, which polarizes the condensability of gene bodies according to transcription level in H1-hESC (Fig. 3c and Extended Data Fig. 8d). The PTM library data show that ubiquitylation, for either repressive (H2AK119Ub) or active (H2BK120Ub) marks, strongly impedes nucleosome condensation (Fig 3e), indicating that other factors must be recruited through chemical recognition to differentiate between the two ubiquitin modifications. Interestingly, in the micronuclei in which nuclear import is defective, both H2AK119Ub and H2BK120Ub are reduced, potentially contributing to more-condensed chromosomes in the micronuclei, which are also marked by reduced histone acetylation and increases in H3K36me3 (ref. 46). We were surprised that almost all PTMs, including charge-neutral methylations, reduce condensation. Overall, the direct physical effect of all these modifications is to increase the accessibility of chromatin, albeit to varying degrees, depending on the type (Fig. 3d and Extended Data Fig. 9a–c), which might serve as the initial physical opening of chromatin for docking epigenetic readers into action.
We wondered whether condensability drives differential gene expression, or whether it is a mere consequence of differential gene expression. The H3K36me3 marks, which are prevalent in highly transcribing gene bodies, do not show an enrichment in low-condensability partitions, indicating that the regions around the TSS, such as promoters and enhancers, rather than the gene body itself, are occupied by less-condensable nucleosomes. This is further supported by ChromHMM analysis (Fig. 1c) and meta-gene profiles (Fig. 1e). Therefore, high traffic by transcription machinery alone is not sufficient to lower nucleosome condensability, and we favour a model in which cells regulate gene expression by modulating the condensability of promoter nucleosomes. High condensability in the gene body may help to prevent spurious initiation of transcription.
Although the nucleosome core particle (NCP), lacking linker DNA connecting nucleosomes in chromatin fibre, seems to contain sufficient information for large-scale genomic compartmentalization, and electrostatics can drive the compaction of NCPs, similar to that in nucleosome arrays47, we do not neglect the possibility that the linker DNA may have an important role in genome organization through the modulation of nucleosome spacing48, synergizing with the intrinsic condensabilities of individual NCPs. For example, the small reduction in condensability we observed for NCPs with H4K20me1 (Extended Data Fig. 5d), a modification known to induce decompaction in nucleosome arrays49, indicates that some histone modifications may mainly impact condensation in arrays.
Polyamines, which exist at millimolar concentrations in eukaryotic cells21, must have an important role in genome organization because, when they are depleted, cells try to compensate by accentuating the contrast in nucleosome condensability (Fig. 4). This hyperpolarization, which is consistent with the dual role of polyamine as a repressor and an inducer of gene expression, depending on the genes and cellular context, as previously reported50, can result in various dysfunctions in cell differentiation3, cancer4 and immunity5, through either direct interaction or metabolic perturbation of chromatin remodelling. Understanding this link, which shows how polyamines change the biophysical properties of chromatin, would be an interesting direction for future study.
Methods
Native mononucleosome purification
We used the hydroxyapatite (HAP) based protocol with minor modifications51 (see Supplementary Note 1 for full details). In brief, we cultured mammalian cell lines, including human embryonic stem cells H1-hESC (WiCell), GM12878 (Coriell Institute) and ES-E14TG2a (a gift from Ian Chambers, University of Edinburgh), and collected approximately 100 million cells. Next, we purified the nuclei with 0.3% NP-40 buffer and performed MNase digestion at 37 °C for 10 min in the presence of protease-inhibitor cocktails and other deacetylation and dephosphorylation inhibitors. The soluble mononucleosomes were saved after centrifugation of the insoluble nuclei debris in a cold room. The nucleosome samples were incubated with hydroxyapatite slurry for 10 min, and then unbound proteins were removed by repetitive washing with intermediate salt buffers. Finally, the nucleosomes were eluted with phosphate buffer from the hydroxyapatite slurry. The eluted fraction was checked by extracting DNA from the nucleosome through phenol-chloroform extraction and running a 2% agarose gel. The HAP elution contained mononucleosomes, naked DNA and oligonucleosomes. We applied further size selection of mononucleosomes using Mini Prep Cell (Biorad) gel-based size-selection purification. The quality of the final mononucleosome sample was checked by running a 2% agarose gel and a 20% SDS–PAGE gel. The purified mononucleosomes were stored on ice in a cold room for less than a week before the condensation reaction, or they were frozen in liquid nitrogen with 20% glycerol for long-term storage at −80 °C. All cell lines used in this study were routinely tested for mycoplasma contamination and confirmed to be negative throughout the duration of the study. 
Nucleosome condensation assay
The purified native mononucleosome sample was extensively dialysed into 10 mM Tris pH 7.5 buffer through several buffer exchanges using an Amicon Ultra 10-kDa filter (MilliporeSigma). In each condensation reaction, the final concentration of nucleosome or DNA was 50 ng µl−1 as DNA weight, and BSA was added to the final 0.2 mg ml−1 to stabilize the nucleosome core particle. The condensation buffer condition was 10 mM Tris pH 7.5 with more salt depending on the condensing agents (50 mM NaCl for spermine and 250 mM NaCl for PEG (molecular weight, 8 kDa)). We prepared 8–16 samples with different concentrations of condensing agents simultaneously. They were incubated at room temperature for 10 min and centrifuged at 16,000g for 10 min, and the supernatant was saved. The soluble-nucleosome concentration was measured using a Nanodrop UV spectrometer, and the nucleosome sample integrity was checked by running the 2% agarose gel (Supplementary Fig. 1). The rest of the nucleosomes in the supernatant were saved for use in high-throughput sequencing.
Next-generation sequencing and library preparation
Using phenol-chloroform extraction, genomic DNA was extracted from the nucleosome, which was either the input control sample or the supernatant saved from the nucleosome condensation assay. The extracted DNA sample was then washed several times with distilled water using an Amicon Ultra 10-kDa filter (MilliporeSigma). Using the NEBNext Ultra II DNA library preparation kit (NEB), the DNA was adapter-ligated and indexed for Illumina next-generation sequencing (NGS). The final indexing PCR was conducted in 5–7 cycles. We used a HiSeq 2500 or a NovaSeq 6000 platform (Illumina) for 50 bp-by-50 bp pair-end sequencing. In each experimental condition, we sequenced the samples over multiple titration points to get data with 10-kb resolution but deeply sequenced a few selected titration points to achieved approximately 20× coverage of the entire human genome at single-nucleosome resolution. In this paper, we focused mainly on the titration points near complete depletion of the solution fraction, in which we could observe the highest contrast of nucleosome condensabilities with strong selection power (for example, [spermine] = 0.79 mM in Fig. 1b and [HP1α] = 6.25 µM in Extended Data Fig. 8a).
Genetic and epigenetic datasets
All the genome references and epigenetic data used in this work, including DNA methylation, histone ChIP-seq and Hi-C, are shown in Supplementary Tables 1–11.
Computation of genome-wide nucleosome condensability
First, we obtained coverage profiles along the genome for input control and for the supernatant sample of each titration after the alignment of pair-end reads on the hg38 human genome assembly using Bowtie2 software52. On the basis of the coverage profile of the input control data, the position of each mononucleosome was localized by calling the peaks or finding the local maxima of the coverage profile. Beginning by randomly choosing a peak, the algorithm searched for all peaks in both directions, not allowing overlaps of more than 40 bp between 147-bp peak windows. For each nucleosome peak, the area of coverage in a window (we picked 171 bp as the window size) was computed for both the control and supernatant samples. The ratio of supernatant versus input read coverage area was combined with the titration curve measured by a UV–VIS spectrometer during the nucleosome condensation assay to estimate the survival probability of nucleosomes in the supernatant after condensation. Then, the negative natural log of this survival probability was used as a condensability metric for each mononucleosome peak. For the finer regular sampling used in plotting metagene profiles, the genome was binned into a 171-bp window with 25-bp sliding steps to compute the coverage area and the condensability scores. For a larger scale, we binned the genome into 1 kb or 10 kb and counted the reads aligned onto each bin to compute the condensability scores as the negative natural log of the ratio of supernatant to input read counts or the estimated survival probability inferred from the titration data. To avoid taking log of zero values, we added one pseudo-count to each input and supernatant read counts during the condensability calculation.
Computation of a condensation point, c
1/2

The condensation point, c1/2, was computed by using the survival probabilities of nucleosomes in multiple spermine concentrations. For each 10-kb genomic bin, we estimated the nucleosome counts in the input and supernatants after condensation in different spermine concentrations. We obtained the data points of spermine concentrations versus the soluble fraction of nucleosomes and fitted them with a logistic function. We then defined c1/2 as the spermine concentration when the soluble fraction was half of the input.
Using z-score computations as an enrichment metric
We used the z-score as the enrichment metric for genetic and epigenetic features. For example, we counted the number of CpG dinucleotides in each mononucleosome and standardized their distribution by subtracting the mean across all nucleosomes and dividing it by the standard deviation. Thus, each mononucleosome was assigned with a z-score of the CpG dinucleotide counts as the metric of how enriched or depleted the CpG was compared with the average in the unit of standard deviation. For the partitioned or grouped dataset of the quantile analysis, we used the averaged z-score for each partition as the enrichment metric.
Data stratification and conditional correlation
To minimize the confounding effects between the genetic and epigenetic features of nucleosome condensation, the data were divided into subgroups that had one varying test variable, but all other variables were constant. For example, to evaluate whether AT content was correlated with condensability, the data were divided into smaller groups with the same genetic and epigenetic features, such as H3K4me3 and CpG methylations, except for AT content. In each stratified subgroup, we checked the correlation between AT content and condensability. We then defined the conditional correlation between AT content and condensability as the weighted average of all correlations over the stratified subgroups, weighted according to the data size of each subgroup. In practice, it was difficult to obtain enough data for each stratified subgroup when the feature set is high dimensional. In this case, we discretized each genetic–epigenetic feature into a specific number. All histone ChIP-seq scores were discretized into 10 numbers, and other scores were discretized into 100 numbers.
NMF decomposition
The genetic–epigenetic features of all mononucleosomes in chromosome 1 were linearly decomposed into ten basis property classes using a Scikit-learn NMF Python package. The nucleosomes were clustered into each property class with the highest component value in linear decomposition.
Machine-learning models
First, we randomly selected 0.1 million nucleosomes from chromosome 1 for machine learning. For this dataset, the ridge regressor, supported vector regressor, gradient-boosting regressor, random-forest regressor and multilayer perception regressor were trained and validated using tenfold cross-validations. All machine-learning training and predictions were done using the Scikit-learn Python package. All analysis details are available and documented as IPython notebooks in our Github repository (https://github.com/spark159/condense-seq).
Predicting the condensability of mononucleosomes
The condensability scores of mononucleosomes, as measured in H1-hESC cell lines using a spermine concentration of 0.79 mM, were predicted as a linear combination of the condensability scores of each PTM library member nucleosome measured at the same spermine concentration. For each PTM, the ChIP-seq signals on mononucleosomes were normalized by dividing them by the average ChIP-seq signal of the nucleosomes on chromosome 1, enabling comparison of different histone modifications at the same magnitude. The average of three measurements was used as the condensability score for each PTM. We restricted our analysis to mononucleosomes with at least six different types of PTM to prevent condensability from being influenced predominantly by PTMs not analysed in this study. The linear model was constructed as follows:
$${C}_{{\rm{m}}{\rm{o}}{\rm{n}}{\rm{o}}}={\sum }_{{\rm{P}}{\rm{T}}{\rm{M}}}[{{\rm{C}}{\rm{h}}{\rm{I}}{\rm{P}}}_{{\rm{P}}{\rm{T}}{\rm{M}}}]\times [{C}_{{\rm{P}}{\rm{T}}{\rm{M}}}],$$
where Cmono represents the predicted condensability of a mononucleosome, ChIPPTM indicates the normalized ChIP-seq signal and CPTM denotes the condensability of PTM-library nucleosomes. For further analysis, mononucleosomes were stratified using ChromHMM, and the predicted condensability of each chromatin state was compared with its measured counterpart (Extended Data Fig. 6d–f).
Nucleosome reconstitution with canonical human octamers
Individual human histones H2A, H2B, H3.1 and H4 were purchased from the Histone Source (Colorado State University) and the octamers were reconstituted and purified following the standard protocol53. Then nucleosomes were reconstituted using Widom 601 DNA or purified genomic DNA by following the standard gradient salt-dialysis protocol54. Nucleosomes were further purified using Mini Prep Cell (Bio-Rad) to eliminate naked DNA or other by-product contaminants. For the PTM-library condense-seq experiment, the background reconstituted nucleosomes were made of Widom 601 DNA designed to have the same length and sequence as in the PTM library but with different primer-binding sequences, so it could not be amplified along with the library members. For the reconstitution of genomic DNA from GM12878, the genomic nucleosomal DNA was carefully purified at a size of 150 bp by 6% PAGE purification (Bio-rad Mini Prep Cell) following the phenol-chloroform extraction of DNA from HAP-purified mononucleosomes. A histone octamer titration was required for each DNA batch because very small increments of octamer can induce aggregation and loss of mononucleosome yield. Reconstituted nucleosomes were further purified using a 6% polyacrylamide 29:1 Native PAGE column (Bio-Rad Mini Prep Cell). To increase the stability of mononucleosomes during PAGE separation, 0.02% NP40 was added to the column, running and elution buffers. Nucleosomes containing fractions were concentrated and stored on ice at 4 °C for immediate use.
Purification of the HP1α and HP1β tSUV39H1 complex
We expressed and purified HP1α following the previous protocol6. In brief, we expressed HP1α with a His6 affinity tag in Escherichia coli Rosetta (DE3) strains (MilliporeSigma) at 18 °C overnight. After cell lysis, the protein was first purified by cobalt-NTA affinity purification. The His tag was then cleaved by TEV protease, which was removed by anion-exchange purification using a HiTrap Q HP column (GE Healthcare). The HP1α was further purified by size selection using a Superdex-75 16/60 size-exclusion column (GE Healthcare). The HP1β with a truncated SUV39H1 complex (HP1β tSUV39H1) was similarly purified following a previous protocol20.
Nucleosome condensation assay of the PTM library
The PTM library was prepared as previously described33. The nucleosome condensation reaction of the PTM library was performed similarly, as described for the native mononucleosomes. However, because of the limited amount of the PTM-library sample, we spiked only a 1% (v/v) sample amount of the library into 99% (v/v) of reconstituted human nucleosomes as background for the condensation reaction. For condensation experiments using HP1α, a final concentration of 50 ng µl−1 of DNA or nucleosome (DNA weight) was used in the reaction buffer (10 mM Tris-HCl pH 7.5, 100 mM NaCl, 0.2 mg ml−1 BSA) with 5% (v/v) PEG 8000 as a crowding agent. Various amounts of HP1α were added to start the condensation.
NGS library preparation and sequencing of the PTM library
The DNA sample was purified by phenol-chloroform extraction followed by several washes with distilled water using an Amicon Ultra filter (MilliporeSigma). The DNA library was then prepared for Illumina NGS sequencing by PCR using Phusion HF master mix (NEB) and custom indexed primers for the PTM library33. During amplification, the background nucleosome DNA was not amplified because it has different primer-binding sequences. We used MiSeq (Illumina) for sequencing libraries with custom primers, following previous protocols33.
Condensability calculation for the PTM library
The PTM library was de-multiplexed on the basis of the DNA hexamer barcodes by using a custom Python script and Bowtie2 aligner52. Then we approximated the nucleosome counts using information about the total soluble fraction, which was measured by a UV–VIS spectrometer, and the fraction of the individual members in the library, which was measured by Illumina sequencing. Finally, we computed the survival probability of each member in the library, which is the number of the remaining nucleosomes in the solution after condensation over input control. A negative log of survival probability was used for the condensability metric. For the PTM library, condensability averaged over many titration points was used as a condensability score for further analysis.
Nucleosome–nucleosome interaction-energy calculations
Coarse-grained molecular-dynamics simulations of chromatin were done using OpenMM software55. Chromatin was modelled as beads-on-a-string polymers with each bead representing a genomic segment 25 kb long. Energy terms for bonds, excluded volume, spherical confinement and sequence-dependent contacts were defined. Sequence-dependent contact energies were parameterized using read counts from condense-seq experiments. Contact probability matrixes were computed from these simulation trajectories and compared with experimental Hi-C contact maps. Full simulation details are provided in the Supplementary Note 2.
Mouse CD8+ T cell culture and in vitro activation
Wild-type C57BL/6 mice and mice expressing Cre recombinase (CD4Cre) under the control of the CD4 promoter and Rosa26eYFP were purchased from Jackson Laboratories, and Odcflox/flox mice were purchased from the KOMP repository. For experiments involving epigenetic marks, the spleen of Odcflox/flox or Odc+/+
Rosa26eYFP mice were used to isolate and transduce T cells in vitro. All mice were bred and maintained in specific pathogen-free conditions under protocols approved by the Animal Care and Use Committee of Johns Hopkins University, in accordance with the Guide for the Care and Use of Animals. Mice used for all experiments were littermates and were matched for age and sex (both male and female mice were used). Mice of all strains were typically 8–12 weeks of age. Naive CD8+ T cells were isolated from the spleens of mice 8–12 weeks old using a negative-selection CD8 T cell kit (MojoSort Mouse CD8 T Cell Isolation Kit) according to the manufacturer’s protocol. Isolated T cells (1 × 106 per ml) were activated using plate-bound anti-CD3 (5 μg ml−1) and soluble anti-CD28 (0.5 μg ml−1) in T cell media (1640 Roswell Park Memorial Institute medium with 10% fatal calf serum, 4 mM l-glutamine, 1% penicillin/streptomycin and 55 μM β-mercaptoethanol) supplemented with 100 U ml−1 rhIL-2 (Peprotech). Cells were cultured at 37 °C in humidified incubators with 5% CO2 and atmospheric oxygen for 24 h after activation. After 48 h, T cells were removed from anti-CD3 and anti-CD28 and cultured at a density of 1 × 106 per ml in rhIL-2 (100 U ml−1) at 37 °C for 7 days, with a change of media and fresh rhIL-2 every 24 h. To inhibit ODC, cells were incubated with 2.5 mM DFMO for 24 h at day 6 of culture. Odc−/−, wild-type and DFMO-treated cells were collected at day 7 for chromatin isolation and sequencing.
Lentiviral production and cell transduction
HEK293T cells were transfected using Lipofectamine 3000 (Thermo Fisher Scientific) with the lentiviral packaging vectors pCAG-eco and psPAX.2 plus Cre-expressing vector pLV-EF1-Cre-PGK-Puro (all obtained from Addgene). The produced lentivirus was collected from the supernatant of the cells. CD8+ naive T lymphocytes isolated from Odc+/+
Rosa26eYFP mice or Odcflox/flox
Rosa26eYFP were transduced by centrifugation in the presence of polybrene (8 mg ml−1) in a plate treated with anti-CD3 (5 μg ml−1), soluble anti-CD28 (0.5 μg ml−1) and 100 U ml−1 rhIL-2. The virus was removed after 6 h and fresh media containing anti-CD28+ IL-2 was added again. After two days, the transduced cells were selected by flow cytometry and sorted by expression of YFP (Cre+ cells) in the CD8+ live-cell population and cultured in the presence of 100 U ml−1 rhIL-2 for two more days.
Assessment of epigenetic marks by flow cytometry
Transduced CD8+ YFP+ sorted T cells from Odc+/+ and Odcflox/flox were fixed and stained for intracellular immunostaining. The measurement of the histone methylation and acetylation marks enrichment was done using flow cytometry for sorted CD8+ eYFP+ T cells from Odc+/+ and Odcflox/flox (wild type and KO, respectively) mice, and they were fixed for 60 min at room temperature using a FOXP3 permeabilization kit (eBioscience) and stained for 90 min with primary antibodies against H3K36me3 (Polyclonal, from Abcam), H3K4me3 (clone C42D8), H3K27ac (clone D5E4), H3K27me3 (clone C36B11), H3K9ac (clone C5B11) and rabbit monoclonal antibody IgG isotype control (DA1E) (all from Cell Signaling Technology unless stated otherwise) and stained for 30 min with donkey anti-rabbit IgG (H + L) Highly Cross-Adsorbed Secondary Antibody, Alexa Fluor Plus 647 (Thermo) at room temperature. Cells were gated on diploid cells with ‘single’ DNA content based on FxCycle staining (Thermo Fisher) in the live-cell gate.
Histone PTM enrichment measurement
For the mass-spectrometry measurement, native mononucleosomes were purified from the GM12878 cell line and a nucleosome condensation assay was similarly performed using spermine (250 ng µl−1 nucleosome, 0.079 mM spermine in 10 mM Tris-HCl pH 7.5 buffer at room temperature). The input/soluble/pellet nucleosome sample was washed several times in 10 mM Tris-HCl pH 7.5 buffer using an Amicon Ultra filter (10-kDa cut-off) to remove spermine and kept at 70 °C for 20 min to dissociate DNA from the histones. The free DNA was further removed in the desalting step of the mass-spectrometry process. About 20 µg of purified histone was derivatized using propionic anhydride56 followed by digestion with 1 µg trypsin for bottom-up mass spectrometry. The desalted peptides were then separated in a Thermo Scientific Acclaim PepMap 100 C18 HPLC Column (250 mm length, 0.075 mm internal diameter, reversed-phase, 3 µm particle size) fitted on a Vanquish Neo UHPLC system (Thermo Scientific) using an HPLC gradient as follows: 2% to 35% solvent B (A = 0.1% formic acid; B = 95% MeCN, 0.1% formic acid) over 50 min, to 99% solvent B in 10 min, all at a flow rate of 300 nl min−1. About 5 µl of a 1 µg µl−1 sample was injected into a QExactive-Orbitrap mass spectrometer (Thermo Scientific) and a data-independent acquisition was carried on, as described previously56. In brief, full-scan mass spectrometry (m/z 295–1,100) was acquired in an Orbitrap with a resolution of 70,000 and an AGC target of 1 × 106. Tandem mass spectrometry was set in centroid mode in the ion trap using sequential isolation windows of 24 m/z with an AGC target of 2 × 105, a CID collision energy of 30 and a maximum injection time of 50 ms. The raw data were analysed using in-house software, EpiProfile57. The chromatographic profile and isobaric forms of peptides were determined using precursor and fragment-extracted ions. The data were output as peptide relative ratios (percentages) of the total area under the extracted ion chromatogram of a particular peptide form to the sum of unmodified and modified forms belonging to the same peptide with the same amino acid sequence. The log2-transformed fold change in the peptide relative ratio in the soluble/pellet fraction versus the input was computed as the enrichment metric. Using the unmodified peptide as the reference, the difference in fold change between the PTM modified peptide and the unmodified peptide was computed and plotted as a heatmap.
Calibrated ChIP-seq
We followed a published ChIP protocol58 with minimal modifications. Antibody-conjugated beads were prepared by adding 50 µl of Protein A beads per ChIP reaction (Thermo Fisher) to a 2 ml tube, washing twice with 1 ml of blocking buffer (0.5% BSA in PBS) and resuspending in 100 µl blocking buffer per ChIP reaction. Antibody was then added to the beads (4 µl of H3K27ac antibody (Novus ab4729) and 4 µl of H3K27me3 (Novus ab192985) plus 2 µg of spike-in antibody (ActiveMotif) per reaction), and the mixture was incubated with rotation for 1–3 h. Crosslinked cell pellets were resuspended in 4 ml of lysis buffer LB1 (50 mM HEPES, 140 mM NaCl, 1 mM EDTA, 10% glycerol, 0.5% Igepal CA-630, 0.25% Triton X-100, pH adjusted to 7.5, 1× protease inhibitors) and incubated in LB1 for 10 min at 4 °C with rotation. Cells were then spun down at 2,000g, at 4 °C for 3 min. The supernatant was discarded and pellets were resuspended in 4 ml of LB2 (10 mM Tris-HCl pH 8, 200 mM NaCl, 1 mM EDTA, 0.5 mM EGTA, pH 8.0, 1× protease inhibitors) and incubated at 4 °C with rotation for 5 min, then spun down (with the same settings). The supernatant was removed and cells were then resuspended in 1.5 ml of LB3 (10 mM Tris-HCl pH 8, 100 mM NaCl, 1 mM EDTA, 0.5 mM EGTA, 0.1% Na-deoxycholate, 0.5% N-lauroylsarcosine, pH 8.0, 1× protease inhibitors) and transferred to 2-ml tubes. Sonication was performed using a Fisher 150E Sonic Dismembrator with the following settings: 50% amplitude, 30 s on, 30 s off for 12 min total time. The sonicated sample was spun down at 20,000g and 4 °C for 10 min, and the supernatant was transferred to a 5 ml tube. Then, 1.5 ml of LB3 (with no protease inhibitor), 300 µl of 10% Triton X-100, and 120 ng of Drosophila spike-in chromatin (ActiveMotif) per 25 µg of ChIP’ed chromatin were added to each sample. The entire solution was mixed by inversion. The 2-ml tubes containing antibody-conjugated beads were placed on a magnetic rack, washed three times with 1 ml of blocking buffer, and resuspended in 50 µl of blocking buffer per ChIP reaction. We then transferred 50 µl of antibody-conjugated beads to each ChIP reaction and incubated them overnight at 4 °C with rotation. ChIP samples were transferred to a 1.5 ml LoBind tube, placed on a magnetic stand and washed six times with 1 ml RIPA buffer (50 mM HEPES, 500 mM LiCl, 1 mM EDTA, 1% Igepal CA-630, 0.7% Na-deoxycholate, pH 7.5) and once with 1 ml TBE buffer (20 mM Tris-HCl pH 7.5, 150 mM NaCl). The supernatant was discarded, and the beads were eluted in 50 µl elution buffer EB (50 mM Tris-HCl pH 8.0, 10 mM EDTA, 1% SDS) and incubated at 65 °C overnight with shaking at 1,000 rpm. We then added 40 µl TE buffer to the mixture to dilute the SDS, followed by 2 µl of 20 mg ml−1 RNaseA (New England BioLabs), and samples were incubated for 15 min at 37 °C. Then, 4 µl of 20 mg ml−1 Proteinase K (New England BioLabs) was added and the samples were incubated for 1 h at 55 °C. The genomic DNA was column purified and eluted in 41 µl of nuclease-free water. Sequencing libraries were prepared using the NEB Next Ultra II End Repair/dA-Tailing Module (New England BioLabs), using half volumes. Libraries were amplified with 10 (H3k27ac) or 13 (H3k27me3) cycles of PCR using single indexed primers. ChIP’ed DNA samples were then pooled, quantified with QuBit and qPCR (BioRad), and sequenced on a NextSeq 1000 Illumina machine using paired 2 × 50 bp reads. Reads were demultiplexed after sequencing using bcl2fastq and aligned to the mm10 genome using bowtie2. Samtools63 was used to filter for a mapping quality greater than or equal to 25, remove singleton reads, convert to BAM format and remove potential PCR duplicates and index reads.
Two-colour smFRET imaging for nucleosome unwrapping
Biotinylated Cy3/Cy5 20N20 mononucleosomes (25 mM Hepes-KOH pH 7.6, 5% glycerol, 0.017% NP-40, 70 mM KCl, 3.6 mM MgCl2 and 0.1 mg ml−1 BSA) were incubated in surface-functionalized chambers for 2 min. Free nucleosomes were flushed out with dilution buffer containing imaging additives (oxygen-scavenging system: 0.8% w/v dextrose, 2 mM Trolox, 1 mg ml−1 glucose oxidase (Sigma-Aldrich) and 500 U ml−1 catalase (Sigma-Aldrich)). Basal nucleosome fluorescent emission was recorded to control density and FRET signal before the addition of spermine. A total of 10 short movies (100 ms exposure time) of 20 frames each were taken (10 frames using Cy3 excitation and 10 frames using Cy5 excitation). Spermine was introduced to the imaging chamber in dilution buffer containing imaging additives and incubated for 10 min. Short movies were taken using the settings explained above. FRET histograms were generated from donor and acceptor fluorescent intensities of single molecules. The details of the nucleosome construct and single-molecule imaging conditions can be found in Supplementary Note 3.
Single-molecule nucleosome pull-down assay
Biotinylated Cy3-H2A(K120C) 20N0 mononucleosomes were dialysed into 10 mM Tris pH 7.5 buffer through three buffer exchanges using an Amicon Ultra 10-kDa filter (MilliporeSigma). Nucleosomes were diluted to 7.5 nM and BSA was added to a concentration of 0.2 mg ml−1. For condensation, 5 nM mononucleosomes were mixed with 0.4 mM spermine in 10 mM Tris pH 7.5 and 50 mM NaCl. The reaction was covered from light and incubated at room temperature for 10 min. Before immobilization, spermine-condensed nucleosomes were mixed and immediately diluted 50 times in 10 mM Tris pH 7.5, 50 mM NaCl and 0.4 mM spermine (pull-down buffer). Dilution flowed into neutravidin functionalized chambers and incubated for 10 min with the quartz slide facing down. The chamber was washed with pull-down buffer including imaging additives. Short movies of 20 frames (100 ms exposure time) were taken using Cy3 excitation. Laser intensity was regulated to control the intense fluorescent signal from large condensates immobilized on the single-molecule surface. A control experiment was done in which spermine was removed from the condensation reaction and pull-down buffers. Nucleosomes were diluted 500-fold for immobilization and only single nucleosome spots were observed. Detailed information of nucleosome constructs and single-molecule imaging conditions are in Supplementary Note 3 and Supplementary Table 12.
Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
Sequencing data have been deposited in the GEO database with accession number GSE252941. Source data are provided with this paper.
Code availability
All condense-seq data analysis was conducted using custom Python scripts, which are available on GitHub at https://github.com/spark159/condense-seq and archived at Zenodo at https://doi.org/10.5281/zenodo.15036149 (ref. 59).
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Extended data figures and tables
Extended Data Fig. 1 Intact native mono-nucleosomes obtained by hydroxyapatite (HAP) and size-selective purification.
a, After the HAP purification of MNase-treated chromatin, flow-through and elution samples were run in 2% agarose gel. The 1st lane is NEB 100 bp DNA Ladder (denoted as L). b-e, Mono-nucleosomes were selected through further size-selective purification of HAP elution. HAP elution input and each fraction of size-selection are shown in (b). Each purification step and the quality of final product was validated by running the samples in 2% agarose gel (c), SDS-PAGE gel showing only four histones without other proteins (d), and western blot for histone PTMs (e). (Ladder: NEB Low Molecular Weight DNA ladder is used for (c) and Thermo Scientific PageRuller used for (d-c)). f, Schematics of single molecule FRET analysis using a FRET pair (green for donor, red for acceptor) conjugated to DNA designed to show a FRET decrease upon DNA unwrapping (left). Single molecule FRET histograms (right) showed that there is no detectable unwrapping at the spermine concentration relevant to condense-seq (up to 2 mM). At 0.5 M spermine, DNA is unwrapped. g, Visualization of nucleosome condensates via total internal reflection fluorescence microscopy of Cy3 conjugated to H2A. Biotin (empty circle) is used to capture the nucleosomes on a passivated neutravidin-coated surface after incubation with and without 0.4 mM spermine prior to capture. Data show that 0.4 mM spermine is sufficient to induce nucleosome condensates in vitro. h, To confirm integrity of nucleosomes during polyamine-induced condensation, we ran a gel of nucleosome core particles (NCPs) before condensation (left lane in each category) and after solubilization following condensation in the presence of 0.5 mM spermine (right lane). The middle lanes show that most of NCPs have been condensed at 0.5 mM spermine. Resolubilized NCPs collected from the condensed pellet showed the same migration pattern as the input NCPs, demonstrating their integrity for GM12878 reconstituted NCPs, GM12878 native NCPs and E14 mESC NCPs. The nucleosome integrity was checked with similar results from three independent experiments.
Source Data
Extended Data Fig. 2 Computational pipeline and data quality controls for condense-seq.
a,b, The pipeline of Condense-seq analysis is composed of (i) reads alignment by Bowtie2, (ii) coverage calculations, (iii) mono-nucleosome peak calling for each local maximum of input coverage, (iv) absolute nucleosome count estimation using coverage area and soluble fraction changes from the titration data of the UV-VIS spectrometry measurement, and (v) compute condensability score as negative log of soluble fraction after condensation for each nucleosome. c, For quality control, we checked that the length distribution of nucleosomal DNA of nucleosomes remaining in the supernatant is mostly around at 150 bp for all concentrations of spermine used. (d) Nucleosome number fluctuation vs genomic position in Chr 1. The input ([sp]=0 mM, red curve) shows mostly flat values, showing that there is no strong bias in the input. NCPs remaining in the supernatant show progressively strong bias at higher [sp]. e, The periodicity of AT-rich versus GC-rich dinucleotides, the hallmark indicator of nucleosome peaks, supports the nucleosomal source of DNA analyzed. f, Condensability is more highly correlated with the supernatant nucleosome number changes than the input (Spearman correlation coefficient −0.79 vs 0.14). g, Estimated NCP number for various ChromHMM chromatin states for input vs supernatant ([sp] = 0.79 mM). Analyses in (d), (f), and (g) collectively show that condensability score is mostly determined by the degree of how much nucleosomes are condensed, not by the variations in the input NCPs. h, Condensability determined via nucleosome peak calling and regular sliding windows gave almost identical results for various ChromHMM chromatin states (p-value > 0.05 and Cohen’s d < 0.1 for every comparison). All boxplot centers represent median, and the lower/upper bounds is the 1st/3rd quartile of data. i, The statistical significance (p-value using t-test) and effect size (Cohen’s d) are computed for condensability difference between each pair of ChromHMM states (data in Fig. 1c and Extended Data Fig. 2h). Numeric values are shown for each cell for Cohen’s d (top right triangle) and -log10 p-value (bottom left triangle). j, Correlations of condensability values between replicates. All statistics were computed via two-sided Welch’s t-test over more than 7000 nucleosomes (g-i) or 40000 genomic bins (h) of each state from two biological replicates.
Source Data
Extended Data Fig. 3 Condensability measurements of human embryonic stem cell (H1-hESC) and mouse embryonic stem cell (E14 mESC).
a, Comparison between condensability (blue) and transcription level (red) along all chromosomes of H1-hESC. b, Snapshot of UCSC genome browser for the condensability profile of H1-hESC along with many other cis-regulatory elements. c, All genes were grouped into five quantiles according to the transcription level of H1-hESC (quantile 1 through 5 for increasing transcription). Condensability, methylated CpG density, and H3K36me3 along the transcription unit coordinate averaged for each quantile (left column). Views zoomed around TSS are shown for condensability, H3K4me3 and H3K9ac (right column). d, Native nucleosomes are prepared from mouse embryonic stem cells (E14 mESC) and condensed by spermine titration (the titration curve is the mean value of three replicates and error bar represents the standard deviation). NEB Low Molecular Weight DNA ladder was used for the first lane as marker. e, Genome segmentation into chromatin states based on histone PTM ChIP-seq data (right). All mono-nucleosomes of chromosome 1 were categorized using ChromHMM, and their condensability distribution for each chromatin state is shown (boxplot: the center is median and the lower/upper bound is the 1st/3rd quartile of data). Statistically significant differences between ChromHMM states are noted. The statistics were computed via two-sided Welch’s t-test over more than 400 nucleosomes of each state from two biological replicates. f. Promoter condensability (averaged over 10 kb window around TSS) for E14 mESC and mCD8 T cells. Each gene is colored according to their relative expression levels in the two cell types. Black symbols are for embryonic stem cell marker genes. g, All genes in chromosome 1 were grouped into five quantiles according to the transcription level (quantile 1 through 5 for increasing transcription) and condensability along the transcription unit coordinate averaged for each quantile is shown.
Source Data
Extended Data Fig. 4 Spatial separation of molecules promoted by condensability difference to compartmentalize the genome.
a, b, H1-hESC condensability (blue) and A/B compartment scores based on Micro-C data (orange) in mega base-pair resolution of chromosome 1 (a) and finer resolution (b). c, Statistical significance (p-value using t-test) and effect size (Cohen’s d) were computed for ATAC-seq signal fold change differences between each pair of ChromHMM chromatin states for data shown in Fig. 2f. The statistics were computed via two-sided Welch’s t-test over more than 100000 genomic bins of each state from two biological replicates. d, ATAC-seq fold change vs condensability for various ChromHMM states shows an anticorrelation (Spearman correlation coefficient is –0.73). e, PCR amplified AT-rich (Cy3 labeled) and GC-rich (Cy5 labeled) DNAs were mixed and condensed in spermine concentrations indicated. For each condition, DNA condensates were imaged using wide-field microscope. As spermine concentration increased, AT-rich DNAs formed a condensed core first, and GC-rich DNAs condensed over the AT-rich core at higher spermine concentrations, promoting the spatial separation between AT-rich versus GC-rich condensates. A similar result was observed from two independent experiments. f, Chromosome polymer simulation with condense-seq data using spermine as the only input (GM12878, chr12) shows that highly condensable chromatin is compacted into the core and the rest is excluded to generate spatially separate compartments.
Source Data
Extended Data Fig. 5 Deciphering the genetic and epigenetic determinants of genomic nucleosome condensation.
a, Scatter plot of the condensability of mono-nucleosomes in chromosome 1 and the AT contents of corresponding nucleosomal DNA. b, The nucleosome population was partitioned into seven partitions, from low to high condensability. c, The periodicity of AT-rich versus GC-rich dinucleotides. Average frequency of different dinucleotides vs position relative to nucleosome dyad for each of the seven partitions in (b) is shown (left). The amplitude and phase of dinucleotide frequency fluctuations vs position were computed using Fourier transformation and represented in a polar plot (right, radius: amplitude, angle: phase). d, The enrichment analysis of all DNA methylation and histone ChIP-seq data available in ENCODE over different condensability partitions from low to high (1–7 partitions in b). e, The genetic and epigenetic features of all mono-nucleosomes in chromosome 1 were linearly decomposed into 10 property classes by non-negative matrix factorization. Each property class has a specific combination of features, as shown in the matrix (lower panel). Every nucleosome was assigned to a representative property class with the largest contribution. After clustering, nucleosome condensabilities were plotted as boxplot for each class (upper panel) and p-values & Cohen’s d were computed for condensability comparison across classes. In the boxplot, the center represents the median and the lower/upper bound shows the 1st/3rd quartile of data. The statistics were computed via the two-sided Welch’s t-test over 7 to 500000 nucleosomes of each state from two biological replicates. f-h, Multivariate linear regression (linear reg), Supported Vector Machine regression (SVM), gradient boosting regression (Boosting), random forest regression (Random Forest), and neural networks were used to predict nucleosome condensability. All showed similar correlations between experimental values and predictions in 10 sampling replicates of 10-fold cross-validation (f,g). The importance of genetic–epigenetic features in prediction was computed using the boosting method shown as the bar plot of means from the 10 sampling replicates of10-fold cross validation with error bar as the standard deviation (h).
Source Data
Extended Data Fig. 6 Mass spectrometry identification of histone PTM marks with biased enrichment during native mononucleosome condensation experiments.
a,b, Histone PTM marks detected in each histone H3/H4 peptide are shown. Its relative enrichment difference compared with the unmodified peptide is represented by color (red: more enriched in supernatant, blue: more depleted in supernatant) and its signification is represented by the size of bubble (-log p-value). The statistics were computed via the two-sided Welch’s t-test over 4 technical replicates. c, Combinatorial histone PTM enrichment data was aggregated into single PTM modifications, and the relative enrichment in each phase of condensation (input/pellet/supernatant) is shown in the z-score heat map. d-f, Only using the synthetic histone PTM library condensability data, the genomic nucleosome condensability of H1-hESC were predicted using linear regression model. The prediction shows a moderate correlation with experimental data at the single-nucleosome level (d), and could qualitatively reproduce the pattern of condensability change across different ChromHMM chromatin states (boxplot: the center is median and the lower/upper bound is the 1st/3rd quartile of data, statistics: two-sided t-test used for the comparison with 50–8000 nucleosomes of each ChromHMM state) (e-f).
Source Data
Extended Data Fig. 7 Condense-seq measurement of native and reconstituted mono-nucleosomes from GM12878 cells and the comparison between nucleosome condensability and their chromatin states.
a, Native mono-nucleosomes were purified from GM12878 cell line. For reconstituted nucleosomes, DNA was isolated and purified to size homogeneity before reconstitution with recombinant histone octamers without any PTMs, and was further purified. b, Pure reconstituted nucleosomes used in the condensation experiment are shown in 6% agarose gel. Samples included isolated genomic DNA from GM12878, the reconstituted nucleosomes, and final product after size-selection. (Ladder: NEB 100 bp DNA ladder used). c, Condensation was induced by adding spermine. Soluble fractions were measured using UV-VIS spectroscopy (left, the titration curves are plotted as the mean of three replicates with error bars as the standard deviation, and the asterisk represent the significantly different titration points when the p-value < 0.05 from the two-sided Welch’s t-test from three replicates, and p-values are 0.006, 0.016, 0.016, 0.005, 0.003, 0.017, and 0.05 respectively) and ran in the 2% agarose gel (right). (Ladder: NEB Low Molecular Weight Ladder used). d, Native and reconstituted nucleosomes were grouped according to their ChromHMM states based on the combination of various PTMs Chip-seq data. Their condensabilities are shown in box plot for each chromatin state (green: native nucleosome, purple: reconstituted nucleosome), and the effect size of differences (Cohen’s d) across the chromatin states was computed over more than 4000 nucleosomes of each state from two biological replicates (boxplot: the center is median and the lower/upper bound is the 1st/3rd quartile of data). e, The adjusted condensability score (after standardized by only mean, not variation, to compute the fluctuations) was plotted over human chromosome 1 for different spermine titration points (colored lines) and compared with the gene expression level (black dotted line). f. The condensability profiles of native and reconstituted nucleosomes from TSS to TTS for five quantiles based on the gene expression levels in the GM12878 cell line.
Source Data
Extended Data Fig. 8 Condense-seq of H1-hESC native mono-nucleosomes using various condensing agents.
a, The soluble fraction of nucleosomes was measured by titrating the various condensing agents other than spermine, including spermidine, cobalt-hexamine, magnesium/calcium, PEG 8000, and HP1α, HP1β with SUV39H1 complex. The titration curves were plotted as the mean of three replicates with error bar as the standard deviation. (Ladder: NEB Low Molecular Weight DNA ladder used for the first lane of gels) b, Condensability scores were plotted over chromosome 1 (blue) and the Spearman correlation coefficient were computed compared with the gene expression level (red). Hierarchical clustering of the condensability profile shows that all ionic condensing agents (spermine/spermidine/cobalt-hexamine/PEG/calcium) are clustered together but other protein-based condensing agents (HP1α and HP1β) are clustered in a separate group. c, d, Comparison of condensability scores for different condensing agents across various nuclear compartments (c, LAD: lamina-associated domain, NAD: nucleolar-associated domain, SPAD: nuclear speckle-associated domain, P/E: promoter or enhancer) and chromatin states (d). e, Hypothetical hierarchal model of the biophysical driving force of chromatin organization: At a large scale, chromatin is compartmentalized via ubiquitous charge–charge interactions, but specific heterochromatin proteins are involved to generate local compartments that are smaller in scale but more specific function directed.
Source Data
Extended Data Fig. 9 Summary of histone PTM effects on the nucleosome condensation by various condensing agents on the synthetic nucleosome library with PTM marks.
The effects of single PTMs on nucleosome condensation are depicted by the cartoons (a: spermidine, b: cobalt-hexamine, c: PEG 8000 as the condensing agent). Each symbol represents different types of PTMs as shown in the legend, and the size is proportional to the strength of effects. The colors of the marks indicate the direction of the effect (red: decreases condensation, blue: increases condensation) compared with the unmodified control. d, All condensability scores of the PTM library using HP1α as a condensing agent are summarized in the ladder bar plot. The library members are sorted from the lowest to the highest condensability scores from top to bottom. On the left panel, the ladder-like lines represent each histone subunit peptide from N-terminal (left) to the C-terminal (right). Each mark on the line indicates the location of the PTMs and the shape of the marks represents the PTM type (ac: acetylation, me: methylation, cr: crotonylation, ub: ubiquitylation, ph: phosphorylation, GlcNAc: GlcNAcylation, mut: amino acid mutation, var: histone variant). On the right panel, differences in the condensability score compared with the unmodified control are shown as bar plots for each member of the library. The asterisk on the bar-plot represents statistically significant (p-value < 0.05, and the two-sided Welch’s t-test used over three biological replicates) values compared to the unmodified controls. e, PCA analysis was conducted by combining the condensability scores of all five condensing agents (spermine/spermidine/cobalt-hexamine/PEG 8000/HP1α) into the five-dimensional state vector. In the PCA plot, each member of the library is represented by a symbols according to categories such as canonical wild-type nucleosome (WT), wild type with CpG methylation (WT+CpGme), mutations on wild type (WT+mut), nucleosome with histone variants (Var), mutations on histone variants (Var+mut), Acidic patch mutants (AP mutants), and nucleosomes with acetylation on H2A/B dimer (H2A/Bac), acetylation on H3 (H3ac), acetylation on (H4ac), having poly-acetylation (KpolyAC), methylation on H3 (H3me), methylation on H4 (H4me), acetylation on H4 and methylation on H3 (H4ac + H3me), crotonylation on H3 (H3cr), GlcNAcylation (GlcNAc), phosphorylation on H3 (H3ph), and ubiquitylation (+ub), all of which are shown in the figure legend. f, Comparison of condensability scores across different condensing agents. Scatter plots of condensability across different condensing agents are shown in the lower triangle, and the corresponding Spearman’s correlations are shown in the upper triangle of the matrix.
Source Data
Extended Data Fig. 10 Condense-seq measurements of nucleosomes purified from mouse CD8+ T cells.
a, Soluble fractions were measured via UV-VIS spectroscopy and run in 2% agarose gel after condensation in various spermine concentrations (the titration curves were plotted as the mean of three replicates with error bar as the standard deviation, and there were no significant differences between wild-type/DFMO-treated/ODC-KO as shown p-value > 0.05 for any-pair). (Ladder: NEB Low Molecular Weight DNA ladder used for the first lane of gels) b, Condensation point (c1/2) is defined by the concentration of condensing agent when the soluble fraction is half the input, so it is reversely correlated with condensability score. c–h, Soluble fractions of nucleosomes in various spermine concentrations were calculated and plotted over chromosome 1 in 10 kb resolution. C1/2 was computed for each bin after fitting the soluble fraction change with a logistic function as shown fitting curves of all bins (d, f, h), and polyamine deficient conditions show broader distribution of condensation points. (c, d: wild type control, e, f: +DFMO, g, h: ODC KO) i, Condensability point (c1/2) has inverse relationship with condensability scores of nucleosomes in mouse CD8 + T cells. j, The scatter plot of Δ z-score of condensability near TSS shows a high correlation between +DFMO and ODC KO. k, The Δ z-score of condensabilities is computed as the difference between the standardized condensability of +DFMO or ODC KO conditions and the wild type control and then categorized into the corresponding ChromHMM chromatin states over more than 300 nucleosomes of each state from two biological replicates (boxplot: the center is median and the lower/upper bound is the 1st/3rd quartile of data). Flow cytometry data show the global changes of PTM marks in ODC knockout (ODC KO) CD8+ T cells vs wild type (WT) expressed as mean intensity fluorescence (MFI) from three biological replicates (p-values were computed via the two-sided Welch’s t-test). (l) and also further verified using calibrated histone ChIP-seq for H3K27ac (m) and H3K27me3 marks (n) (the statistics were computed via the two-sided Welch’s t-test over more than 10000 nucleosomes of each state from three biological replicates).
Source Data
Supplementary information
Supplementary Information
Supplementary Notes 1-4, Supplementary Tables 1-12, Supplementary Fig. 1 and Supplementary References.
Reporting Summary
Peer Review File
Source data
Source Data Fig. 1
Source Data Fig. 2
Source Data Fig. 3
Source Data Fig. 4
Source Data Extended Data Fig. 1
Source Data Extended Data Fig. 2
Source Data Extended Data Fig. 3
Source Data Extended Data Fig. 4
Source Data Extended Data Fig. 5
Source Data Extended Data Fig. 6
Source Data Extended Data Fig. 7
Source Data Extended Data Fig. 8
Source Data Extended Data Fig. 9
Source Data Extended Data Fig. 10
Rights and permissions
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
Reprints and permissions
About this article
Cite this article
Park, S., Merino-Urteaga, R., Karwacki-Neisius, V. et al. Native nucleosomes intrinsically encode genome organization principles. Nature
643, 572–581 (2025). https://doi.org/10.1038/s41586-025-08971-7
 
	Received: 08 December 2023

	Accepted: 03 April 2025

	Published: 07 May 2025

	Issue Date: 10 July 2025

	DOI: https://doi.org/10.1038/s41586-025-08971-7


Share this article
Anyone you share the following link with will be able to read this content:
Sorry, a shareable link is not currently available for this article.
 Provided by the Springer Nature SharedIt content-sharing initiative 
This article is cited by
 
	
 Nucleosomes as blueprints of genome architecture 

 
	Eytan Zlotorynski

Nature Reviews Molecular Cell Biology (2025)




Genome-wide mapping and cryo-EM structural analyses of the overlapping tri-nucleosome composed of hexasome-hexasome-octasome moieties 

 Article Open access 08 January 2024 


In vivo assembly of complete eukaryotic nucleosomes and (H3-H4)-only non-canonical nucleosomal particles in the model bacterium Escherichia coli


 Article Open access 14 November 2024 


Nucleosome dynamics render heterochromatin accessible in living human cells 

 Article Open access 16 May 2025 





Article

Open access

Published: 11 June 2025

Discovery of FoTO1 and Taxol genes enables biosynthesis of baccatin III
Conor James McClune, 
Jack Chun-Ting Liu, 
Chloe Wick, 
Ricardo De La Peña, 
Bernd Markus Lange, 
Polly M. Fordyce & 
…
Elizabeth S. Sattely 

Nature
volume 643, pages 582–592 (2025) 
Abstract
Plants make complex and potent therapeutic molecules1,2, but sourcing these molecules from natural producers or through chemical synthesis is difficult, which limits their use in the clinic. A prominent example is the anti-cancer therapeutic paclitaxel (sold under the brand name Taxol), which is derived from yew trees (Taxus species)3. Identifying the full paclitaxel biosynthetic pathway would enable heterologous production of the drug, but this has yet to be achieved despite half a century of research4. Within Taxus’ large, enzyme-rich genome5, we suspected that the paclitaxel pathway would be difficult to resolve using conventional RNA-sequencing and co-expression analyses. Here, to improve the resolution of transcriptional analysis for pathway identification, we developed a strategy we term multiplexed perturbation × single nuclei (mpXsn) to transcriptionally profile cell states spanning tissues, cell types, developmental stages and elicitation conditions. Our data show that paclitaxel biosynthetic genes segregate into distinct expression modules that suggest consecutive subpathways. These modules resolved seven new genes, allowing a de novo 17-gene biosynthesis and isolation of baccatin III, the industrial precursor to Taxol, in Nicotiana benthamiana leaves, at levels comparable with the natural abundance in Taxus needles. Notably, we found that a nuclear transport factor 2 (NTF2)-like protein, FoTO1, is crucial for promoting the formation of the desired product during the first oxidation, resolving a long-standing bottleneck in paclitaxel pathway reconstitution. Together with a new β-phenylalanine-CoA ligase, the eight genes discovered here enable the de novo biosynthesis of 3’-N-debenzoyl-2’-deoxypaclitaxel. More broadly, we establish a generalizable approach to efficiently scale the power of co-expression analysis to match the complexity of large, uncharacterized genomes, facilitating the discovery of high-value gene sets.
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Plants defend themselves with complex chemical arsenals that are an essential source of therapeutics1,2. Paclitaxel (Taxol), a potent microtubule-stabilizing agent discovered in yew (Taxus) plants as part of a National Cancer Institute screening campaign during the 1960s and 1970s, remains one of the most valuable chemotherapeutics used in the clinic6. After its approval by the US Food and Drug Administration (FDA) in 1992 for the treatment of ovarian cancer, this diterpenoid became a best-selling pharmaceutical and remains the active component of diverse formulations, derivatizations and biological conjugates7. This extensive use, combined with the chemical complexity and low natural abundance (0.001–0.050% dried weight in Taxus bark)7,8 of Taxol has made it one of the most sought-after molecules for synthesis. Although elegant synthetic routes have been developed9, none are economically viable; drug supply still relies on extracting late-stage intermediates, such as baccatin III (16), from yew tissue10. The promise of a biomanufacturing strategy has made the discovery of the complete Taxus enzyme set for heterologous Taxol biosynthesis a grand challenge for natural product chemistry.
The search for the complete Taxol biosynthetic gene set, which was originally proposed to involve 19 enzymes, including 14 enzymes to baccatin III (16), began in the late 1990s. By 2006, the Croteau laboratory and others had discovered 12 enzymes, including the scaffold-forming enzyme, taxadiene synthase (TDS), as well as several tailoring oxidases and acyltransferases (Fig. 1a and Supplementary Table 1). Progress mostly stalled for two decades, until recent reports identified a taxane oxetanase (TOT) that installs Taxol’s unique oxetane moiety, and several additional enzymes that are thought to act in the pathway11,12,13,14,15. However, several of the crucial functional groups on Taxol, such as the C-1β hydroxyl, still lack an assigned enzyme with direct biochemical evidence. In addition to missing pathway enzymes, heterologous reconstitution of the Taxol pathway has been stymied by the inefficiency of the first proposed oxidation. Despite extensive troubleshooting efforts in a variety of heterologous systems16, the first Taxol oxidase, taxadiene 5α-hydroxylase, (T5αH), mainly produces side products with rearranged carbon bonds instead of the proposed ‘on-pathway’ intermediate, taxadien-5α-ol (2) (refs. 17,18,19,20). These two challenges highlight the major gap in our understanding of the endogenous biochemistry, and remain hurdles to heterologous Taxol production (Fig. 1a).
Fig. 1: A platform combining multiplexed perturbation and snRNA-seq (mpXsn) to overcome the challenges of Taxol biosynthetic gene discovery.

a, Proposed Taxol biosynthesis pathway, with gaps highlighted in orange. In addition to our incomplete knowledge of the biosynthetic gene set, inefficiencies (red arrows) of the first oxidase, T5αΗ, prevent reconstitution and discovery of the Taxol pathway. b, Prominent classes of taxane metabolites that have been isolated from Taxus species. The tailoring acyl groups on taxanes include acetyl, benzoyl, short-chain fatty acid residues and phenylisoserine derivatives. c, Number of enzymes in the Taxus chinensis genome belonging to secondary-metabolism-related families. P450, cytochrome P450; αβ-hydro, α/β-hydrolase; AcylT, acyltransferase; TPS, terpene synthase. d, Overview of the differences between conventional co-expression approaches and the mpXsn methodology described here. Dot networks are visualizations of the co-expression network, in which nodes are linked when mutual rank is lower than 20, using either bulk RNA-seq or our mpXsn data. For visual clarity, only P450s are shown. e, Experimental overview of mpXsn, with uniform manifold approximation and projection (UMAP) of single-nucleus transcriptomes. f, Rank of each known Taxol gene by PCC to TDS using either bulk (n = 79 samples) or mpXsn (n = 17,143 cells across 3 experiments) data.
The missing components of the Taxol pathway have probably eluded scientists because of the metabolic and genomic complexity of Taxus. Taxol is one of almost 600 taxanes that have been isolated from Taxus species7,21, including hundreds of 6/8/6-taxanes that differ from Taxol only by subtle tailoring modifications7 (Fig. 1b). Within the Taxus genome, Taxol pathway genes are a minute fraction of the hundreds of oxidases, acyltransferases and other enzymes that are involved in the primary and secondary metabolism5 (Fig. 1c). Consequently, despite extensive transcriptional profiling of Taxus tissues5,22 (see also the Yew Genomics Resource; http://langelabtools.wsu.edu/ygr/), conventional transcriptional co-expression approaches have not identified the complete Taxol biosynthetic gene set. We hypothesized that an updated approach, which captured a much larger diversity of transcriptional states, would be required to improve co-expression resolution and discriminate between different branches of metabolism (Fig. 1d). Such improvements in resolution would be especially important if the Taxol pathway uses unanticipated genes.
To improve gene-association resolution within the taxane metabolic network, we developed a single-nucleus approach to efficiently profile Taxus cell states across a vast set of cell types and perturbations. Differential transcriptional activation of Taxus’s diverse biosynthetic processes enabled the discovery of several Taxol transcriptional modules, from which we identified eight new genes in Taxol biosynthesis. Highlighting the importance of this approach, most identified genes do not belong to previously proposed Taxol gene families, and would not have been anticipated from the proposed biosynthetic model. None of the three oxidases identified here belong to the cytochrome P450 CYP725A subfamily that has been the focus of previous search efforts11,12,13,14,15. Three other enzymes catalyse the addition and removal of cryptic acetylations absent in Taxol, but their inclusion is essential for progression through the pathway, akin to the protection–deprotection strategy used by chemists. Finally, we identified a protein from the NTF2-like family, not previously implicated in plant metabolism, that is crucial for high yields of the reconstituted pathway by resolving the inefficiency during the first taxane oxidation17,18,19,20. With these 8 genes, together with 11 that have been described previously, we constructed a total biosynthesis for the direct Taxol precursors baccatin III and 3’-N-debenzoyl-2’-deoxypaclitaxel in N. benthamiana. Without further optimization, our system heterologously produces baccatin III, the industrial semi-synthesis precursor for taxane therapeutics, at levels comparable with the natural abundance in yew, showcasing its tremendous potential as a sustainable source.
Multiplexed perturbation improves resolution
First, we developed a single-nucleus RNA sequencing (snRNA-seq) protocol for Taxus (Methods) and assessed whether natural cell-type heterogeneity alone would be sufficient to identify new Taxol genes by co-expression. However, after profiling 6,077 cells from unelicited (‘naive’) mature tissues, we observed that several Taxol biosynthetic enzymes, including TDS, T5αH and 10-deacetylbaccatin III-10-O-acetyl transferase (DBAT), were not highly expressed in any cell (Extended Data Fig. 1a). This exemplifies one of the core challenges of using transcriptomes to find secondary-metabolism genes: tissues must be in a state of active biosynthesis to capture pathway-associated transcripts23, but the search for such a tissue state can be difficult, because it might require a specific developmental age24 or exposure to a specific biotic stressor23.
To mitigate the difficulty of identifying biosynthetic cell states by individually testing large panels of perturbations, we made use of the scale of single-cell transcriptomics to develop a method we term multiplexed perturbation × single nuclei (mpXsn), which simultaneously tests hundreds of perturbations. Although single-cell transcriptomics have been developed into parallelized screens in mammalian systems25,26,27, no comparable platform was available for plants. Unlike most large-scale perturbation technologies, we designed mpXsn to require no genetic tools, so that it would be generalizable to diverse, non-model species.
By pooling diverse tissues and conditions before a single snRNA-seq library synthesis step, individual sample processing is no longer limiting. This approach enabled us to affordably test a large number of samples (272), spanning conditions and time points, in a single experiment (Fig. 1e). To maximize the probability of activating biosynthetic states, we compiled a panel of hormones, microorganisms and other potential elicitors (Supplementary Table 2). We subjected both young and mature Taxus media needles to this panel for one to four days before pooling all tissues and time points for snRNA-seq library synthesis. Compared with the naive cell states we originally profiled, a subset of the elicited cell states now exhibited high expression of the early Taxol pathway (Extended Data Fig. 1a).
To determine whether these single-cell transcriptional data provide new information to identify Taxol enzymes, we directly compared co-expression analyses using either our mpXsn data or bulk RNA-seq data from six previous studies spanning tissues and elicitation conditions (Methods). Using either bulk RNA-seq datasets (79 samples) or the mpXsn data (2,901 pseudobulk cell states), we ranked each gene in the Taxus genome by Pearson correlation coefficient (PCC) to TDS (Fig. 1f). Of the 14 genes previously associated with Taxol biosynthesis (Supplementary Table 1), all but 2 ranked higher in the mpXsn analysis than in the bulk RNA-seq analysis (Fig. 1f and Extended Data Fig. 1b–d). This suggested that the Taxol pathway was better resolved in the mpXsn dataset than in compiled bulk RNA-seq datasets.
Identification of three Taxol biosynthetic modules
The Taxol pathway has been hypothesized to involve 19 transformations, and at least 13 enzymes have been characterized (Fig. 2a and Supplementary Table 1). Although the expression of the first enzyme in the pathway, TDS, does correlate with most Taxol genes (Fig. 1f and Extended Data Fig. 1c–e), some known Taxol genes show stronger co-expression relationships with one another, forming distinct subclusters of co-expression (Fig. 2b). These subclusters prompted us to analyse the mpXsn dataset with an untargeted approach to identify gene co-expression modules across the T. media transcriptome.
Fig. 2: Identification of taxane biosynthetic gene modules.

a, Schematic of Taxol biosynthesis and previously hypothesized gene order. Blue, previously identified Taxol biosynthesis enzymes; red, hypothesized enzymes. b, PCC between known Taxol-related genes using mpXsn data. To identify substructures, genes were hierarchically clustered (SciPy fcluster, Euclidean distance) on both axes. c, Schematic for matrix factorization. mpXsn data were factorized using cNMF28. d, Heat map showing the rank of known Taxol biosynthetic genes in each of the modules produced by matrix factorization. e, As in d, but showing only the three modules enriched in Taxol genes (modules 1, 2 and 3). f, Heat map of Taxol modules, showing module rankings for the two isoprenoid pathways in the primary metabolism potentially upstream of the Taxol biosynthesis. Only the MEP pathway is co-expressed with the first Taxol module, supporting its role in synthesizing Taxol precursors. g, All gene modules ranked by the total number of 2-ODD, P450 and acetyltransferase (AcylT) genes in the top 100 genes of each module. h, Module usage of each cell, which is analogous to gene expression, plotted onto the single-nucleus transcriptomic UMAP. Taxol modules 1–3 are expressed in non-overlapping cell states, and were mainly identified in different experiments. i, Unfiltered lists of the top genes in each module, plotted as module rank and score. Blue, previously identified genes associated with Taxol biosynthesis; red, new biosynthetic genes identified in this study.
To systematically organize genes into co-expressed modules, we factored the gene-by-cell matrix from the mpXsn dataset using a consensus non-negative matrix factorization (cNMF) approach (Fig. 2c) that was previously developed for single-cell datasets28. The modules and corresponding gene scores produced by this approach can reveal patterns of corresponding gene expression that are not readily apparent from linear correlation analysis (Methods). We ran cNMF analysis with different numbers of total modules (range 50–400). In all runs with more than 125 modules, known Taxol genes consistently dominated not one, but three separate gene modules (subsequently called Taxol modules 1, 2 and 3) (Fig. 2d,e,h,i and Supplementary Fig. 1). We proceeded with an intermediate value (200 total modules) for subsequent analysis to avoid over- or under-clustering. The observation that different subsets of Taxol genes rank highly in separate modules, roughly segregating by proposed order of biosynthesis (Fig. 2e and Supplementary Data 1), suggests that Taxol biosynthesis consists of separately regulated transcriptional programs. Furthermore, Taxol module 1 is enriched in genes of the methylerythritol phosphate (MEP) pathway, but not the mevalonate pathway, highlighting a link between primary and secondary metabolism (Fig. 2f). This finding aligns with the current consensus that the MEP pathway supplies precursors for diterpenoids in gymnosperms29.
The enrichment of P450, 2-oxoglutarate dependent dioxygenase (2-ODD) and acetyltransferase genes among the top 100 genes of the 3 Taxol modules (Fig. 2g) suggests that these modules are involved in Taxus secondary metabolism. In addition, these three modules were expressed in different subsets of cells (Fig. 2h). Elicitation was crucial for activating module 1, consisting of the early Taxol pathway, because it was not expressed in the naive young and mature Taxus tissues we profiled (Fig. 2h). Indeed, metabolomic analysis suggests that elicitors such as chitosan and methyl jasmonate lead to increased accumulation of an early pathway intermediate in Taxus needles (Supplementary Fig. 2), in line with previous reports that these are elicitors of gymnosperm stress responses30 and taxane biosynthesis31. An unfiltered analysis of the top genes in Taxol module 1 revealed all the genes that we had previously used to reconstitute the early Taxol pathway18, including TDS, T5αH, taxadien-5α-ol-O-acetyltransferase (TAT), taxane 10β-hydroxylase (T10βH) and DBAT (Fig. 2i). We therefore began our search for the missing components of the Taxol pathway by examining the uncharacterized genes in this highly co-expressed gene module.
Discovery of FoTO1
The first oxidation in the Taxol pathway, by T5αH, is highly inefficient and yields a large set of closely related products, most of which do not seem to be productive pathway intermediates. Numerous studies, including our own, have investigated and attempted to optimize T5αH across various contexts16,17,18,19,20. Previously, we reported18 the de novo reconstitution of the six early steps in Taxol biosynthesis, consisting of TDS, T5αH, TAT, T10βΗ, DBAT and taxane 13α-hydroxylase (T13αΗ), in N. benthamiana; this resulted in the production of 5α,10β-diacetoxytaxadien-13α-ol (4) (Fig. 3a). This required extensive tuning of the expression of T5αΗ, which increased yields of the on-pathway intermediate taxadien-5α-ol (2) (ref. 32) relative to cyclotaxane (OCT; 2’a), iso-OCT (2’b) and other rearranged side products (2’c). Despite our optimization efforts18, these side products still accumulated as the dominant products of T5αH. Notably, OCT-derived products do not naturally accumulate to notable levels in Taxus plants.
Fig. 3: Characterization of FoTO1.

a, Early Taxol biosynthetic pathway and the T5αH product divergence. Blue shading highlights the biosynthetic pathway towards Taxol. Diamond indicates the structure is supported by NMR. b, Rank and score of genes in Taxol module 1. c, Bar graph showing the FoTO1-induced fold change in end-products’ peak area of subpathways when transiently expressed in N. benthamiana leaves. Fold change is calculated by quantifying the GC–MS total ion chromatogram (TIC) peak area of compounds 2–4 and normalizing to the −FoTO1 condition. cytoTDS, cytosolic TDS. Data are mean ± s.d., n = 3 biological, independent leaf samples. Statistical analyses were performed using a two-sided, unpaired Welch’s t-test. d, GC–MS TIC of N. benthamiana leaves transiently expressing the indicated genes. e, Bar graph of total oxidized taxanes for the +T5αH and +T5αΗ+FoTO1 conditions. Data are mean ± s.d. n = 6 biological, independent leaf samples. One asterisk indicates previously characterized; two asterisks indicate characterized in this study. f, Phylogenetic tree of FoTO1 homologues identified by HMMER. The tree was produced with FastTree, rooted with red algae homologues. g, Structural model of FoTO1, generated by AlphaFold3 and aligned with the Arabidopsis thaliana orthologue with FoldSeek. h, Bar graphs showing the integrated peak area of 2 and 2’a when N- or C-terminally truncated FoTO1 is transiently expressed in N. benthamiana leaves together with TDS and T5αH. Data are mean ± s.d., n = 3 biological replicates. i, Quantification of binding between purified T5αΗ and FoTO1 or FoTO1(ΔC) using microscale thermophoresis. Data are mean ± s.d., n = 3 replicates. j, Quantification of binding between purified TDS2 and FoTO1 or FoTO1(ΔC), as in i (n = 3 replicates). N-terminal transmembrane domains of T5αΗ and TDS2 are removed for purification purposes. Data are mean ± s.d., n = 3. k, Immunoblot of the co-IP of T5αH–HA (prey) by V5–FoTO1 (bait) in N. benthamiana leaves expressing both proteins (Supplementary Fig. 7).
We hypothesized that Taxol module 1 contains unanticipated proteins that facilitate this initial oxidation and prevent the formation of side products. During our testing of approximately 77 gene candidates that were highly ranked in Taxol module 1 (Fig. 3b), we found that the addition of a single protein, a NTF2-like protein ranked 13 in module 1, increased the yield of our pathway (Supplementary Fig. 3). We hypothesized that this protein is involved in altering the product flux of the early oxidative steps. Expressing this gene, which we later named FoTO1 (facilitator of taxane oxidation), resulted in a 10–17-fold increase in yields from early Taxol pathways (Fig. 3c). To determine whether FoTO1 ameliorates side-product formation during the first oxidation, we compared gas chromatography–mass spectrometry (GC–MS) analyses of N. benthamiana leaf extracts expressing TDS and T5αΗ with and without FoTO1. Without FoTO1, T5αΗ yields mainly undesired side products, including 2’a–c and many uncharacterized compounds, and very little of the desired product, taxadien-5α-ol (2) (Fig. 3d,e). However, inclusion of FoTO1 markedly alters the product profile: side products 2’a–c are no longer produced, and taxadien-5α-ol (2) and an over-oxidized product, 4β,20-epoxy-taxadien-5α-ol (2’d, Supplementary Note 1), become the major products (Fig. 3d,e and Supplementary Fig. 4).
To gain insight into how FoTO1 modulates T5αH product formation, we further analysed its sequence and phylogeny. FoTO1 is a 195-amino-acid protein in the NTF2-like family, which has not previously been implicated in plant metabolism. Although some fungal NTF2 proteins have evolved catalytic activity33,34, plant and animal NTF2 proteins have been studied mainly for their capacity to mediate protein transport to the nucleus35. Using HMMER36, we identified 1,957 homologues in plant genomic databases. We found that FoTO1 homologues are widespread across Viridiplantae, and generally present as a single copy per genome, suggesting a conserved function (Fig. 3f). Gymnosperms, however, contain multiple paralogues that derive from both an ancient duplication (Fig. 3f) and recent duplications, including in the genus Taxus (Supplementary Fig. 5). These duplications might have allowed one paralogue to evolve alternative functions and contribute to taxane biosynthesis. Supporting this functional divergence, we found that neither the FoTO1 paralogue from T. media nor the homologue from Arabidopsis thaliana could produce the same metabolomic change for early Taxol pathway reconstitution as FoTO1 (Fig. 3g and Extended Data Fig. 2).
We anticipated that FoTO1 could be operating through several mechanisms, including (i) scaffolding or allosteric support of Taxol enzymes, (ii) transport or positioning of taxane intermediates or (iii) enzymatic resolution of an unstable intermediate. FoTO1 does not affect the production of taxadiene (1) and iso-taxadiene by TDS1 or TDS2 (Extended Data Fig. 3a), suggesting that it has no enzymatic activity on taxadiene (1). To further test for potential active sites that could be important for catalysis or substrate binding, we generated mutations of residues within the protein’s cavity on the basis of the AlphaFold-predicted structure of FoTO1 (Fig. 3g and Extended Data Fig. 3b–d). Although none of the tested amino acid substitutions caused FoTO1 to lose its capacity to suppress oxidation side products (Extended Data Fig. 3b–d), deletion of the C-terminal α-helix, but not the N-terminal helix, eliminated FoTO1’s in planta phenotype (Fig. 3g,h).
To determine whether the function of FoTO1 involved a direct interaction with Taxol enzymes and perhaps a scaffolding role, we purified FoTO1 (fused to N-terminal mTurquoise2) and the soluble portions of TDS2 and T5αΗ. Using microscale thermophoresis, we found that FoTO1 binds to both T5αΗ and TDS2 with high nanomolar dissociation constant (Kd) values (Fig. 3i,j). Deletion of the C-terminal helix, which disrupts FoTO1’s in planta metabolic phenotype (Fig. 3g), also eliminated binding affinity with both proteins (Fig. 3i,j), suggesting that this region is involved in protein–protein interactions. To determine whether this physical interaction was physiologically relevant, we conducted co-immunoprecipitation (co-IP) of epitope-tagged proteins, V5–FoTO1 and T5αΗ–HA, co-expressed in N. benthamiana leaves (Fig. 3k). Immunoprecipitation of V5–FoTO1 using a V5 antibody was able to capture T5αΗ–HA (Fig. 3k and Supplementary Figs. 6 and 7). Furthermore, the T5αΗ–HA co-IP signal increased fourfold when leaf lysates were incubated with 45 μM taxadiene (1), but not when they were incubated with a mock terpene (caryophyllene) (Fig. 3k and Supplementary Figs. 6 and 7).
Together, these data support a mechanism involving a direct interaction between FoTO1, T5αΗ and possibly TDS. The influence of taxadiene (1) on the efficiency of co-IP of T5αΗ and FoTO1 could indicate that the metabolite has a direct role in this interaction. Although TDS, T5αΗ and FoTO1 localize to different subcellular regions—plastid, endoplasmic reticulum (ER) membrane and cytoplasm, respectively (Supplementary Fig. 8)—direct contacts between the outer lamina of these membranes are known sites of lipid trafficking37 and the biosynthesis of other diterpenoids such as gibberellin38.
Independently evolved T9αHs for different pathways
The presence of FoTO1 and all biosynthetic enzymes for 4 in gene module 1 suggested a coordinated regulation of early Taxol biosynthetic enzymes, and an opportunity to discover missing Taxol enzymes from this module (Fig. 3b). The next oxidation after C-5α, C-10β and C-13α hydroxylation is proposed to be the C-9α hydroxylation. In N. benthamiana, we screened 2-ODD and P450 oxidases within the top 50 genes of module 1 by co-expressing candidate genes in batches together with the upstream pathway to 4, a taxane with three oxidation and two acylation modifications (3O2A; hereafter, the nomenclature nOmA describes the collection of taxane isomers bearing n oxy groups, for example, hydroxylation and epoxidation, and m acylations, for example, acetylation and benzoylation, on the taxadiene scaffold). We found that the 27th gene in module 1, a P450 in the CYP750C family (T9αH-750C), resulted in depletion of 3O2A (4) and concurrent production of a mass corresponding to a new 4O3A (5) intermediate with an additional oxidation and an acetylation on 4 (Fig. 4b). This additional acetylation was unexpected given that the acetyltransferases expressed, TAT and DBAT, were known mainly for acetylation activity on the C-5 and C-10 hydroxyls, respectively. To confirm the function of T9αH-750C and to provide support for the structural assignment of 5, we co-expressed the biosynthetic genes to 5 with TAX19, the previously characterized C-13α-O-acetyltransferase39, and isolated the resulting acetylated 4O4A products from N. benthamiana leaves. Through nuclear magnetic resonance (NMR) analysis and tandem mass spectrometry (MS/MS) comparison with a standard, we structurally characterized the products as taxusin (6) and its isomer 13β-taxusin (6’) (Fig. 4b, Supplementary Table 3 and Extended Data Fig. 4a,b). This structural analysis supports the role of T9αH-750C as a taxane 9α-hydroxylase (T9αH) and TAT as a bi-functional C-5α/9α-O-acetyltransferase (Extended Data Fig. 4c and Supplementary Note 2).
Fig. 4: Discovery and characterization of T9αH, T7AT and two T1βΗs.

a, Heat map showing the ranks of new T9αH and T1βHs and other Taxol biosynthetic genes in the three modules. T9αH-725A is the T9αH independently reported by other groups12,13,14. Black, previously known Taxol genes. Orange, new Taxol pathway genes identified in this figure. Red, Taxus enzymes proposed to act in other taxane pathways. b, Proposed biosynthetic pathway from 4, the latest intermediate we reported recently18, to taxusin (6), and the corresponding extracted ion chromatograms (EICs) of products 4–6 when the indicated sets of genes were expressed in N. benthamiana leaves. Blue shading highlights the biosynthetic pathway towards Taxol, which only involves 4 and 5. c, Proposed biosynthetic pathway from 5 to baccatin VI (11-Bz), and the corresponding EICs of intermediates when the indicated sets of genes were expressed in N. benthamiana leaves. Blue shading highlights the biosynthetic pathway towards Taxol. Structures of 5, 7-Ac, 7-Bz, 8-Ac, 8-Bz, 9-Ac, 9-Bz, 10-Ac, 10-Bz and 11-Ac are proposed on the basis of the functions of enzymes previously characterized (TAT, TAX19, T2αH, TBT, T7βH and TOT) and described in this study (Τ9αH-750C, T7AT and T1βH). TAX19 is used to generate known 13-O-acetylated products, including taxusin (6) and baccatin VI (11-Bz), for structural analysis. Diamond indicates the structure is supported by NMR. d, EICs of expected products when the pathway to 6O4A is expressed with TOT, T7AT or both in N. benthamiana. In the absence of T7AT, no notable 6O4A depletion or product formation by TOT is observed. e, MS/MS fragmentation patterns of heterologously produced baccatin VI (11-Bz) in N. benthamiana compared with that of 11-Bz standard. MS/MS fragmentations were generated using [M+Na]+ (m/z = 737.2788) as the precursor ion and fragmented with a collision energy of 30 eV.
Several groups have independently reported that a CYP725A P450, with less than 20% identity at the protein level to T9αH-750C, is the T9αH in Taxol biosynthesis (referred to here as T9αΗ-725A, for distinction). This enzyme was identified by transcriptome-informed screening of CYP725A genes, a Taxus-specific enzyme family that includes all previously known Taxol P450s12,13,14. Although both T9αH-750C and T9αΗ-725A can act as T9αH to produce taxusin (6) when TAX19 is present, only T9αΗ-750C can deplete 3O2A to yield 4O3A (Fig. 4b, Supplementary Fig. 9 and Extended Data Fig. 4a,b). By contrast, T9αΗ-725A is unable to produce 4O3A and seems to require a substrate with a C-13α acetoxy group. Extremely low sequence conservation between these enzymes suggests the independent evolution of T9αH activities in two distinct P450 families (CYP725A and CYP750C), and their different substrate specificities suggest that T9αΗ-725A is involved in the biosynthesis of C-13α-acetoxyl taxanes, whereas T9αH-750C is involved in the biosynthesis of C-13α-hydroxyl taxanes. Because Taxol and its precursor baccatin III (16) lack the C-13α-acetoxy moiety that is required for T9αH-725A, we used T9αH-750C, instead of T9αH-725A, as the 9α-hydroxylase for all subsequent taxane pathway reconstitutions (Fig. 4c and Supplementary Fig. 10).
Discovery of T7AT and two T1βHs
The missing C-1β hydroxylation in Taxol is proposed to occur after functionalization by several known mid-pathway enzymes: taxoid 2α-hydroxylase (T2αH) and 7β-hydroxylase (T7βH)40,41, taxane 2α-O-benzoyltransferase (TBT)42 and taxane oxetanase (TOT)11,12,13. When we co-expressed T2αΗ and TBT with the pathway to 5, we detected a mass feature corresponding to the expected hydroxylated and benzoylated product (7-Bz) (Fig. 4c). Notably, we also detected a mass feature corresponding to the acetylated product (Fig. 4c), suggesting that TBT also catalyses acetylation. Testing of TBT with 1-hydroxybaccatin I and baccatin VI showed that TBT mediates the interconversion between C-2α-benzoyl and acetyl groups (Supplementary Fig. 11), consistent with a previous report43, and this might explain the prevalence of C-2α-acetoxy taxanes in nature7,21.
Expression of T7βH with the 5O4A gene set yielded the expected benzoylated and acetylated 6O4A products, but subsequent addition of TOT did not convert these 6O4A compounds to a hepta-oxidized (7O) product (Fig. 4d). Given that many of the highly oxygenated taxanes with an oxetane or epoxide moiety originating from TOT activity are also C-7β-Ο-acetylated21 (for example, baccatin I, baccatin IV and baccatin VI; Supplementary Fig. 12), we reasoned that the installation of a C-7β-acetoxy group might be a prerequisite for TOT function. Therefore, we screened acyltransferase candidates from the top 30 genes of module 2 and found that the 15th gene in module 2, which we named taxane C-7β-O-acyltransferase (T7AT), was capable of various C-7β-O-acylations, including acetylation (Supplementary Fig. 13). Expression of T7AT with the upstream 6O4A pathway resulted in the acetylated and benzoylated 6O5A products, 8-Ac and 8-Bz, respectively (Fig. 4c). In contrast to 6O4A products (7-Ac and 7-Bz), these 6O5A products are depleted after the addition of TOT, yielding dominant mass features that correspond to the hepta-oxidized products 9-Ac and 9-Bz (Fig. 4c,d). These major peaks (9-Ac and 9-Bz) are likely to correspond to the non-interchangeable epoxide and oxetane products generated by TOT (refs. 11,12,13). T7AT was independently reported in a recent publication, but its importance for TOT function has not been described13.
After reconstituting a pathway to 9-Ac and 9-Bz (7O5A), we screened 37 oxidases (2-ODDs and P450s) of module 2 to identify the missing C-1β hydroxylase. This revealed two 2-ODDs (2-ODD184 and 2-ODD686, protein sequence identity 72%), the 20th and 24th genes of module 2, that yielded multiple mono-oxidized products when expressed with various upstream pathways (Fig. 4c, Supplementary Fig. 14 and Extended Data Fig. 5a–d). Expression of the 7O5A pathway and TAX19 (C-13α-O-acetyltransferase) with either 2-ODD184 and 2-ODD686 resulted in the production of baccatin VI (11-Bz), as confirmed by MS/MS comparison with the standard (Fig. 4c,e) as well as several 1β-hydroxybaccatin I isomers (11-Ac peaks; Supplementary Fig. 15). This result suggests that either 2-ODD can function as the missing taxane 1β-hydroxylase (T1βH), because all other functional groups in baccatin VI (11-Bz) can be explained by other enzymes included in the reconstitution. Of note, both 2-ODDs resulted in two major products with the 2α-O-acetylated pathways but only one major product with the 2α-O-benzoylated pathways (Fig. 4c and Extended Data Fig. 5a–d). Among the two major products in the 2α-O-acetylated pathways, one is presumably the 1β-hydroxylated product, but the other remains unidentified. Therefore, we isolated the two products from 2-ODD184 co-expressed with the taxusin (6) pathway in N. benthamiana and structurally characterized them as 1β-hydroxytaxusin (6-Ο1) and its structural isomer, 15-hydroxy-11(15→1)abeo-taxusin (6-Ο2) (Supplementary Tables 4–6 and Extended Data Fig. 5). We propose that the non-classical 11(15→1)abeo-taxane scaffold arises from a radical rearrangement associated with 2-ODD-mediated 1β-hydroxylation (Extended Data Fig. 5e). These data support a role for these 2-ODDs in the C-1β hydroxylation, and thus we hereafter refer to them as T1βH-184 and T1βH-686.
Together, these results reveal the discovery of an independently evolved T9αΗ, a T7AT important for the function of TOT, and two T1βHs, which allow us to reconstitute the biosynthesis of highly oxygenated taxanes (10-Αc and 10-Bz) and their C-13α-acetoxy counterparts (11-Αc and 11-Bz). T1βH-686 results in significantly higher levels of the 2α-O-benzoylated product 10-Bz than does T1βH-184, which is desirable for Taxol production; thus, all subsequent pathway reconstitution was done with T1βH-686.
Deacetylases and T9ox enable baccatin III biosynthesis
The structure of baccatin III (16), the direct precursor to Taxol before side-chain installation, suggests that it requires nine oxidations (seven hydroxylations, one oxetane formation and one ketone formation) and three acylations (two acetylations and one benzoylation) on the taxadiene (1) scaffold. Our latest intermediate 10-Bz has two additional acetylations that are not found in baccatin III (16), and is lacking a C-9 ketone oxidation (Fig. 5a). The two additional acetylations come from (i) TAT that promiscuously O-acetylates the C-9-hydroxyl (Supplementary Note 2), and (ii) T7AT that O-acetylates the C-7-hydroxyl, which is crucial for the function of TOT (Fig. 4c,d). Although the role of these additional acetylations is unknown, we considered that they might serve as transient protecting groups during the biosynthesis—a strategy used in the biosynthesis of other plant terpenoids44—and might subsequently be removed by downstream deacetylases. To test for relevant deacetylases and identify the C-9 oxidase, we fed substrate baccatin VI (11-Bz) or 9-dihydro-13-acetylbaccatin III (9DHAB, 13), which structurally resemble our latest intermediate 10-Bz, to N. benthamiana leaves expressing top candidate genes to screen for desired activities.
Fig. 5: Total biosynthesis of baccatin III (16) and 3’-N-debenzoyl-2’-deoxypaclitaxel (17) in N. benthamiana.

a, Simplified representation of biosynthetic transformations (acetylation and oxidation) from taxadiene (1) to baccatin III (16). b, Proposed biosynthetic pathway from 10-Bz to Taxol (18). c, EICs of intermediates when the indicated sets of genes were expressed in N. benthamiana leaves. d, MS/MS of heterologously produced 16 compared with that of 16 standard. e, Heat map showing ranks of PCL candidates in Taxol gene modules. f, EICs of 16 and 17 from feeding 16 to N. benthamiana leaves expressing PAM, PCL and BAPT or from expressing the complete gene set. g, Ranks of new Taxol biosynthetic genes discovered in this paper by PCC to TDS using either bulk (n = 79 samples) or mpXsn (n = 17,143 cells across 3 experiments) data. Orange indicates anticipated discovery; pink indicates unexpected discovery. h, Heat map showing ranks of updated Taxol biosynthetic genes in the modules. i, Baccatin III (16) yields in μg per g dried weight (DW), quantified with standards (Methods), of our 17-gene pathway with each single-gene dropout tested in N. benthamiana. Yields from replicating published gene sets12,14 and from T. media needles are shown for comparison. Data are mean ± s.d., n = 3 biological replicates (Supplementary Data 2). j, EIC showing the proposed taxadien-5α,13α-diol produced by T13αH and facilitated by FoTO1 (Extended Data Fig. 8). Over-oxidized derivative and TAX19-acetylated product are confirmed by NMR (diamond). k, Phylogenetic tree of Taxus P450s. See Extended Data Fig. 9. l, Single-cell expression of T5αΗ and T13αH. m, Taxol biosynthesis (blue shading) and the reconstituted 13α-acetoxy taxane biosynthesis. Structures assigned on the basis of high-resolution mass spectrometry (HRMS) (HRMS-predicted chemical formula), NMR (NMR analysis followed by purification) and/or HRMS/MS (MS/MS spectra comparison with authentic standards). A detailed biosynthetic pathway is shown in Extended Data Fig. 10.
Screening of 27 α/β-hydrolase candidates from modules 2 and 3 revealed two deacetylases (DeAc898 and DeAc1023) capable of the stepwise removal of two acetyls from baccatin VI (11-Bz) to yield a product matching a 9DHAB (13) standard (Supplementary Fig. 16), which lacks the C-7 and C-9 O-acetyl groups, as supported by MS/MS analysis (Supplementary Fig. 17a and Extended Data Fig. 6a). Expressing the full baccatin VI (11-Bz) pathway with the two deacetylases also resulted in the production of 9DHAB (Extended Data Fig. 6b). Screening of oxidase candidates identified a putative taxane C-9-oxidase (T9ox) in the 2-ODD family capable of oxidizing 9DHAB with the loss of two protons, presumably through ketone formation at C-9 (Supplementary Fig. 18). This gene has been independently reported by another group14. When we combined T9ox, DeAc898 and DeAc1023 with our 14-gene pathway to 10-Bz, an abundant and notable new taxane product formed (Fig. 5b,c, Supplementary Fig. 17b and Extended Data Fig. 7a), which was subsequently isolated and confirmed as baccatin III (16), on the basis of NMR and MS/MS analysis compared with a standard (Fig. 5d and Extended Data Fig. 7b). Stepwise assembly of the final steps of the pathway revealed that DeAc898 is a prerequisite for T9ox, suggesting that this enzyme hydrolyses the C-9 acetyl group (Fig. 5c). Consequently, we renamed DeAc898 and DeAc1023 as taxane 9α-O-deacetylase (T9dA) and taxane 7β-O-deacetylase (T7dA), respectively.
Discovery of PCL for side chain biosynthesis
The side-chain installation and maturation of Taxol from baccatin III (16) is proposed to involve phenylalanine aminomutase (PAM), β-phenylalanine-CoA ligase (PCL), baccatin III:3-amino-3-phenylpropanoyl transferase (BAPT), taxane 2’α-hydroxylase (T2’αΗ) and 3’-N-debenzoyl-2’-deoxypaclitaxel-N-benzoyl transferase (DBTNBT)22,45 (Fig. 5b and Supplementary Table 1). Although all five enzymes have been separately reported, we failed to observe Taxol when attempting to reconstitute complete biosynthesis by co-expressing these reported enzymes with our pathway in Nicotiana. Specifically, despite previous reports14,22,46 that two separate Taxus acyl-activating enzymes (AAEs) can act as PCL, neither resulted in the production of the expected 3’-N-debenzoyl-2’-deoxypaclitaxel (17) when expressed with PAM and BAPT with fed-in baccatin III (16) in our system. To identify the missing PCL, we examined the top AAEs in the Taxol expression modules (Fig. 5e), which revealed a single prominent candidate: AAE-867.5. Co-expression of AAE-867.5, PAM and BAPT with fed-in baccatin III (16) or our baccatin III pathway in planta resulted in a mass corresponding to 3’-N-debenzoyl-2’-deoxypaclitaxel (17) (Fig. 5f), indicating that AAE-867.5 is the functional PCL. This constitutes the first (to our knowledge) de novo biosynthetic production of the late-stage paclitaxel precursor 3’-N-debenzoyl-2’-deoxypaclitaxel (17).
Similarly, although T2’αΗ and DBTNBT have been previously reported45,47, we were not able to produce Taxol (18) when we added them to our pathway to 17. However, when DBTNBT was expressed with PCL, PAM and DBAT with fed-in baccatin III (16) we detected a mass corresponding to 2’-deoxypaclitaxel at very low levels (Supplementary Fig. 19). This result suggests that DBTNBT might be functional but requires upstream 2’α-hydroxylation by T2’αH to react efficiently, consistent with previous specificity measurements48.
Expression and essentiality of Taxol genes
Of the eight Taxol genes discovered in this work (Supplementary Tables 1 and 11), few were clear candidates for the pathway when performing co-expression analysis using bulk RNA-seq datasets (Fig. 5g). Correlation with TDS ranked these genes as 1,000th–10,000th priority when using bulk RNA-seq data, but within the top tens to hundreds when using mpXsn data (Fig. 5g), showing that our mpXsn strategy was crucial for efficient gene discovery. Furthermore, the transcriptional modules of these genes provide insights into the organization of the biosynthetic pathway. When ordered by presumed biosynthetic order, the early pathway forms an especially discrete cluster in Taxol module 1 (Fig. 5h), suggesting that the pathway up to 4O3A (5) is controlled by separate transcriptional regulation from the later pathway. The latter pathway is not as clustered by order, suggesting that either our presumed biosynthetic order does not reflect the real order, or the pathway is regulated at various post-transcriptional stages.
For our 17-gene reconstituted baccatin III (16) pathway, dropping most of the genes completely abolishes the production of baccatin III (16), with the exception of FoTO1, T5αΗ, DBAT and T9ox (Fig. 5i and Supplementary Figs. 20 and 21). Of these four genes, only T5αΗ can be left out without a substantial loss of baccatin III yield. Moreover, our 17-gene pathway yields levels of baccatin III (16) that are considerably higher than those obtained with two previously published gene sets12,14 (Fig. 5i and Supplementary Figs. 20 and 21), both of which did not produce baccatin III above the limit of detection in our system (Supplementary Fig. 20). The low yield of these enzyme sets is likely to be due to the absence of several biosynthetic genes identified here, the functions of which might be partially compensated for by multi-functional Taxus enzymes15 or endogenous host enzymes in other systems. Finally, exchanging the T9αH-750C discovered in this work for a recently reported12,13,14 alternative T9αH-725A also yielded no detectable baccatin III (16) in our system (Supplementary Fig. 21 and Extended Data Fig. 7c), as would be anticipated because of T9αH-750C’s specificity requirement of a C-13α acetoxy that is absent from Taxol and our pathway (Fig. 4b).
Notably, our dropout experiment revealed that T5αH is not essential in our reconstituted 17-gene baccatin III (16) biosynthesis (Fig. 5i and Supplementary Figs. 20 and 21). Despite the widely accepted model that T13αΗ is the second oxidase after T5αH, we found that T13αH can directly oxidize taxadiene (1), producing multiple oxidized products, some of which are the same as those formed by T5αH, including OCT (2’a), iso-OCT (2’b) and 2’c (Extended Data Fig. 8a). This prompted us to further investigate whether T13αH can compensate for T5αΗ. Similar to its effect on the product profile of T5αH, FoTO1 also streamlines T13αΗ’s products, eliminating 2’a–c, and selectively boosting the formation of taxadien-5α,13α-diol and its derivatives (Fig. 5j and Extended Data Fig. 8a–c). We structurally characterized an over-oxidized derivative, 4α,20-epoxy-5α-hydroxy-taxadien-13-one (Supplementary Note 3 and Supplementary Tables 8 and 9), and a TAX19 derivative, 5α,13α-diacetoxy-taxadiene (Extended Data Fig. 8d and Supplementary Table 10) by NMR, confirming that T13αΗ can compensate for T5αΗ by catalysing both 5α- and 13α-hydroxylation (Fig. 5j), consistent with the previously reported multifunctionality of T13αΗ (converting taxadiene (1) to taxadien-5α,10β,13α-triol)12. This exemplifies a repeated observation of enzyme functional overlap, including pairs of differentially expressed C-5-hydroxylases (T5αH and T13αΗ; Fig. 5k,l), TDSs, T9αΗs, T1βHs and C-5-O-acetyltransferases, during our dissection of the Taxol biosynthetic pathway (Extended Data Fig. 9).
Discussion
In this investigation, we have identified eight new genes in the Taxol biosynthetic pathway, and used them to build 17-gene and 20-gene pathways for the de novo biosynthesis of baccatin III (16) and 3’-N-debenzoyl-2’-deoxypaclitaxel (17), respectively (Fig. 5m and Extended Data Fig. 10), in N. benthamiana. This updates our long-held model of Taxol biosynthesis: two additional acetylations seem to be necessary for the functions of intermediate oxidases, and downstream deacetylations by two deacetylases furnish the baccatin III (16) end-product (Extended Data Fig. 10). Future engineering or discovery of the final oxidase, T2’αΗ, would enable de novo total biosynthesis of Taxol. Two of the new enzymes, T7AT and T9ox, have recently been independently reported by other groups13,14 (Supplementary Table 1). Without optimization, our reconstituted 17-gene pathway yields 10–30 μg g−1 baccatin III (16) in N. benthamiana leaves, equivalent to its natural abundance in T. media needles (Extended Data Fig. 7d). Because baccatin III (16) extracted from Taxus is the main precursor for industrial semi-synthesis, our work represents a major step towards the sustainable production of Taxol and other taxane-based therapeutics.
Our discovery of FoTO1 and its interaction with T5αH challenges a long-standing assumption that T5αH is the sole actor in the first oxidative steps of the Taxol pathway. Although most P450s require interaction with a cytochrome P450 reductase partner, few are known to associate with scaffold proteins. In Arabidopsis, membrane steroid-binding proteins have been identified as the scaffolds for three lignin biosynthetic P450s on the ER membrane49. More recently, a cellulose synthase-like protein, GAME15, was discovered to be an ER-localized scaffold for two P450s and one 2-ODD in the biosynthesis of steroids in Solanaceae50,51. Together with our work, this hints at a broader role for scaffolding proteins in plant secondary metabolism (Supplementary Note 4).
The identities of the new Taxol genes shed light on why they remained unknown for so long. Pathway reconstitution required unanticipated gene families (for example, NTF2-like proteins, 2-ODDs and deacetylases) and functionalizations (for example, acetylation and deacetylation). Moreover, ‘red herring’ enzymes further complicated pathway dissection, including: (i) enzymes that diverged biosynthesis towards other classes of taxanes (for example, abeo-taxanes and 13α-acetoxy taxanes; Extended Data Fig. 10) and (ii) homologues with relevant activity, but with substrate specificities incompatible with our Taxol pathway (for example, T9αHs and T1βHs). These challenges, exacerbated by the sheer quantity of specialized metabolism enzymes in Taxus, were overcome by developing a scalable transcriptomic strategy which prioritized candidates with improved specificity (Figs. 1f and 5g). Our mpXsn strategy uses scalable profiling of cell states with differentially perturbed biosynthetic processes, enabling better discrimination between their defining gene sets. In addition to gene discovery, mpXsn data provide biological context, including links with primary metabolism (Fig. 2f) and the partitioning of Taxol enzymes into modules that seem to be separately regulated.
Beyond Taxol biosynthesis, mpXsn will be useful for studying gene sets of interest in other non-model organisms. In mammalian systems, single-cell techniques with parallelized genetic25 or chemical26,27 perturbation experiments have enabled the de-orphaning of genes and dissection of gene networks. However, most organisms and biological systems lack genetic interrogation tools, and thus researchers rely heavily on observational experiments, such as transcriptomics and other ‘omics’. Eukaryotes, especially, pose major challenges for functional genomics and gene-guided discovery, because they generally lack the comprehensive gene clusters that are found in prokaryotes. The advent of methods such as mpXsn, which affordably capture precise gene covariance across hundreds of transcriptional states, might help to overcome this long-standing challenge in functional genomics.
Methods
Chemical and biological materials
Chemical standards were purchased from the following vendors (with catalogue number listed): taxusin (TargetMol; TN6763), 1-hydroxybaccatin I (LKT Labs; T0092), baccatin VI (Santa Cruz Biotechnology; sc-503244), 10-deacetylbaccatin III (Sigma-Aldrich; D3676), baccatin III (MedChemExpress; HY-N6985) and 9-dihydro-13-acetylbaccatin III (TargetMol; T5132). Taxadien-5α-ol was synthesized as previously described18. Taxus media var. hicksii was obtained from FastGrowingTrees.
Tissue preparation and single-nucleus sequencing
The cells of Taxus species, like those of many plants, are often two to three times larger than the 35-µm diameter limit for the standard 10x Genomics Chromium single-cell library devices. Consequently, single-cell isolation approaches (such as protoplasting) risked introducing a severe cell-type bias, and we instead adapted previously described nuclei isolation methods52 into a conifer-compatible snRNA-seq protocol. Taxus media var. hicksii aerial tissues (needles, stems and bud scales) were manually disrupted by razor blade and detergent treatment, followed by DNA staining, fluorescence-activated cell sorting (FACS) purification and library synthesis in the 10x Chromium platform. Nuclei extraction buffer (NIB) consisted of 5 mM MgCl2, 10 mM HEPES pH 7.6, 0.8 M sucrose, 0.1% Triton X-100 and (for density matching to prevent nuclei settling during flow sorting) 1% dextran T40 and 2% Ficoll. On the day of use, NIB was supplemented with 1 mM dithiothreitol. All nuclei-extraction steps were performed at 4 °C and wide-bore pipette tips were used when handling nuclei. Steps between tissue collection and loading into the Chromium device were completed within 90 min to avoid RNA loss. To isolate nuclei, approximately 1 g of T. media tissue was removed from the plant and immediately placed in a Petri dish with 10 ml NIB. Tissue was chopped by hand at around 200 rpm with a fresh razor blade for 5 min until most of the large tissue was broken down, and was then gently rocked at 4 °C for 15 min. To remove large debris, disrupted tissue was then passed through a pre-wet 100-μm cell strainer stacked on top of a 40-μm cell strainer. Nuclei were gently pelleted at 300g at 4 °C for 5 min and resuspended in 1 ml NIB with 5 ng μl−1 4,6-diamidino-2-phenylindole (DAPI, Thermo Fisher Scientific) and 5 ng μl−1 propidium iodide. Using a Sony SH800 cell sorter with a 70-μm chip, 140,000–200,000 nuclei were sorted into a tube containing 1 ml PBS+ (PBS, 0.1% bovine serum albumin and 20 U ml−1 Invitrogen ribonuclease inhibitor). The gating strategy is shown in Supplementary Fig. 22. Nuclei were centrifuged at 300g at 4 °C for 5 min, then gently resuspended in 40 μl PBS+. Nuclei were immediately loaded onto a 10x Genomics Chromium controller and libraries were generated using v3 chemistry. Libraries were sequenced on an Illumina NextSeq 3000.
Multiplexed tissue elicitation
For the multiplexed elicitation experiment, Taxus needles were subjected to perturbation in deep-well 96-well plates with 200 μl MS medium (7.5 g l−1 Murashige and Skoog macronutrients (Fisher), 3 g l−1 sucrose, pH 5.7) supplemented with elicitor. Two needles (biological replicates), each from two developmental stages (young and mature), were treated with each elicitation condition (17 conditions listed in Supplementary Table 2) for each time point (1, 2, 3 and 4 days), resulting in 272 tissue samples (2 replicates of 136 perturbations). To minimize contamination, needles were washed thoroughly in sterile water before moving to MS plates, which were sealed with breathable rayon film (VWR) and placed under 18-h light cycles. Tissue elicitation was started at staggered times so that all tissues could be collected simultaneously. To extract nuclei from elicited tissues, all tissues were combined in a wire mesh, washed with water and subjected to the above nuclei-extraction protocol.
Analysis of single-cell data
Reads were cleaned with Trimmomatic53 and mapped to the genomes of T. chinensis5 with STARsolo (v.2.7.10b)54 (STAR…–runThreadN 32–alignIntronMax 10000–soloUMIlen 12–soloCellFilter EmptyDrops_CR–soloFeatures GeneFull–soloMultiMappers EM–soloType CB_UMI_Simple). Ambient RNA was removed with CellBender (v.0.3.0)55. Using the doubletdetection (v.4.2) library56, doublets were removed, as well as cells with outlier numbers of reads or in which most reads were the most expressed genes (pct_counts_in_top_20_genes < 25). Genes were removed from analysis if expressed in fewer than 50 cells. For integrated UMAP plots, scVI was used to integrate cells from multiple single-cell experiments57. Scanpy (v.1.10.1)58 was used for processing and plotting post-filtered nuclear transcriptomes. For co-expression analysis and gene–gene correlation calculations, scVI-normalized57 transcriptomes (8,039 elicited transcriptomes, 3,027 naive transcriptomes from young tissues and 6,077 naive transcriptomes from mature tissues) were clustered into 2,901 cell states (around 10 cells per state) by Leiden clustering58, and then raw reads from each cluster were pooled to yield pseudobulk transcriptomes. These pseudobulk transcriptomes were used to calculate gene–gene correlations. For module analysis, raw reads were analysed by a cNMF package28 run with default parameters, except ‘total modules’) to yield gene modules and their usage across cells. Factorization approximates the observed dataset as the product of two smaller, meaningful matrices: (i) a gene–module matrix (a weight value for each gene in each module); and (ii) a cell–module matrix (expression values of each module in each cell) (Fig. 2c). The weight values of the gene–module matrix can be used as scores that identify the genes that dominate each module; top-scoring genes from the same module have coordinated expression patterns and are likely to be part of the same molecular processes. This approach adapts to the rich but noisy data inherent in single-cell analysis, and reveals patterns of coordinated gene expression that might not be apparent from linear correlation analysis. For example, it allows for genes to be in multiple, overlapping modules, which is likely to better represent how genes in a highly branched metabolism may be expressed. The ‘total modules’ parameter was scanned from k = 50 to k = 400 to determine the sensitivity of the results on this parameter (Supplementary Fig. 1).
Bulk RNA-seq analysis
Raw fastq files from six previous studies5,59,60,61,62,63 were downloaded from NCBI (PRJNA493167, PRJNA251671, PRJNA733140, PRJNA427840, PRJNA497542, PRJNA499080 and PRJNA864083), cleaned with Trimmomatic53 and aligned to the T. chinensis genome5 (STAR map64). Gene–gene correlation was calculated with numpy. Mutual rank (mr), used to calculate the gene linkage maps (Fig. 1d), is defined as:
$${{\rm{mr}}}_{ij}=\sqrt{{{\rm{rank}}}_{ij}\times {{\rm{rank}}}_{ji}},$$
where rankij indicates the Pearson correlation rank of gene i to gene j.
Cloning of Taxus genes
The cloning of cytosolic diterpenoid boost genes (tHMGR and GGPPS), cytosolic TDS1 and TDS2, T5αH, TAT, T10βΗ, DBAT, T13αΗ and TAX19 genes has been described previously18,65. Candidate genes were amplified from T. media gDNA or cDNA (generated with SuperScript IV, Thermo Fisher Scientific) by PCR (PrimeStar, Takara Bio R045B, primers in Supplementary Table 13), and the PCR products were ligated with AgeI- and XhoI- (New England Biolabs) linearized pEAQ-HT vector66 using HiFi DNA assembly mix (New England Biolabs). Gene annotations used for cloning were taken from the T. chinensis genome5 by default, but were BLAST-searched against the T. media genome (NCBI PRJNA1136025) to determine whether alternative gene models were available. Constructs were transformed into 10-beta competent E. coli cells (New England Biolabs). Plasmid DNA was isolated using the QIAprep Spin Miniprep kit (QIAGEN) and the sequence was verified by whole-plasmid sequencing (Plasmidsaurus).
Transient expression of Taxus genes in N. benthamiana by Agrobacterium-mediated infiltration
pEAQ-HT plasmids containing the Taxus gene were transformed into Agrobacterium tumefaciens (strain GV3101) cells using the freeze–thaw method. Transformed cells were grown on bacteria screening medium 523-agar (Phytotech Labs) plates containing kanamycin and gentamicin (50 μg ml−1 and 30 μg ml−1, respectively; same for the 523 medium below), at 30 °C for two days. Single colonies were then picked and grown overnight at 30 °C in 523-kanamycin–gentamicin liquid medium. The overnight cultures were used to make dimethyl sulfoxide (DMSO) stocks (7% DMSO) for long-term storage in the −80 °C fridge. For routine N. benthamiana infiltration experiments, individual Agrobacterium DMSO stocks were streaked out on 523-agar containing kanamycin and gentamicin and grown for around one to two days at 30 °C. Patches of cells were scraped off from individual plates using 10-μl inoculation loops and resuspended in around 1–2 ml of Agrobacterium induction buffer (10 mM MES pH 5.6, 10 mM MgCl2 and 150 μM acetosyringone; Acros Organics) in individual 2-ml safe-lock tubes (Eppendorf). The suspensions were briefly vortexed to homogeneity and incubated at room temperature for 2 h. The optical density at 600 nm (OD600 nm) of the individual Agrobacterium suspensions was measured, and the final infiltration solution, in which the OD600 nm was 0.2 for each strain (except for TDS, T7AT and T7dA; OD600 nm of 0.6, 0.4 and 0.1, respectively), was prepared by mixing individual strains and diluting with the induction buffer. Leaves of four-week-old N. benthamiana were infiltrated using needleless 1-ml syringes from the abaxial side. Each experiment was tested on leaf 6, 7 and 8 (numbered by counting from the bottom) of the same N. benthamiana plant, as three biological replicates.
For the reconstitution of pathways that involve TBT, the following modifications were made to the procedure above to increase the production of the desired benzoylated products: N. benthamiana plants were watered with 2 mM benzoic acid in water (buffered to pH 5.6) a day before Agrobacterium infiltration, 1 mM benzoic acid was added to the induction buffer and the pH was adjusted to 5.6 before being used for the resuspension of Agrobacterium and preparation of the final infiltration solution.
Phylogenomic analysis
FoTO1 homologues were identified by scanning the Thousand Plant Transcriptome (1KP)67, RefSeq plants and Uniprot Viridiplantae databases with jackhmmer36 (command: jackhmmer -o tempout.txt -E 1e-5 -N 4). Hits with greater than 40% sequence gaps to the original query were discarded. A phylogenetic tree was generated with the remaining protein sequences with FastTree68.
Metabolite extraction of N. benthamiana leaves
Five days after Agrobacterium infiltration, N. benthamiana leaf tissue was collected using a leaf disc cutter 1 cm in diameter and placed inside a 2-ml safe-lock tube (Eppendorf). Each biological replicate consisted of four leaf discs from the same leaf (approximately 40 mg fresh weight). The leaf discs were flash-frozen and lyophilized overnight. Analyses of the more hydrophobic metabolites (for example, compounds 1–6) were done by GC–MS, and analyses of the more hydrophilic metabolites (for example, compounds 4–18) were done by liquid chromatography–mass spectrometry (LC–MS). To extract metabolites, ethyl acetate (ACS reagent grade; J.T. Baker) or 75% acetonitrile (high-performance liquid chromatography (HPLC) grade; Fisher Chemical) in 500 μl water was added to each sample along with one 5-mm stainless steel bead for GC–MS or LC–MS analysis, respectively. The samples were homogenized in a ball mill (Retsch MM 400) at 25 Hz for 2 min. After homogenization, the samples were centrifuged at 18,200g for 10 min. For GC–MS samples, the supernatants were transferred to 50-μl glass inserts, placed in 2 ml vials and subjected to analysed by the GC–MS instrument. For LC–MS samples, the supernatants were filtered using 96-well hydrophilic PTFE filters with a pore size of 0.45 μm (Millipore) and analysed by the LC–MS instrument.
GC–MS analysis
GC–MS samples were analysed using an Agilent 7820A gas chromatography system coupled to an Agilent 5977B single quadrupole mass spectrometer. Data were collected with Agilent Enhanced MassHunter and analysed by MassHunter Qualitative Analysis B.07.00. Separation was done using an Agilent VF-5HT column (30 m × 0.25 mm × 0.1 μm) with a constant flow rate of helium of 1 ml per min. The inlet was set at 280 °C in split mode with a 10:1 split ratio. The injection volume was 1 μl. Oven conditions were as follows: start and hold at 130 °C for 2 min, ramp to 250 °C at 8 °C per min, ramp to 310 °C at 10 °C per min and hold at 310 °C for 5 min. The post-run condition was set to 320 °C for 3 min. MS data were collected with a mass range 50–550 m/z and a scan speed of 1,562 u s−1 after a 4-min solvent delay. The MSD transfer line was set to 250 °C, the MS source was set to 230 °C and the MS Quad was set to 150 °C.
LC–MS analysis
LC–MS samples were analysed on either or both of our two instruments: (1) an Agilent 1260 HPLC system coupled to an Agilent 6520 Q-TOF mass spectrometer or (2) an Agilent 1290 HPLC system coupled to an Agilent 6546 Q-TOF mass spectrometer. Typically, the 6520 system shows better sensitivity for the more hydrophobic metabolites, such as 4–6, whereas the 6546 system works better for the more hydrophilic, highly modified taxanes. Data were collected with Agilent MassHunter Workstation Data Acquisition and analysed by MassHunter Qualitative Analysis 10.0. Separation was done using a Gemini 5-μm NX-C18 110-Å column (2 × 100 mm; Phenomenex) with a mixture of 0.1% formic acid in water (A) and 0.1% formic acid in acetonitrile (B) at a constant flow rate of 400 μl per min at room temperature. The injection volume was 2 μl or 1 μl for the 6520 or the 6546 system, respectively. The following gradient of solvent B was used: 3% 0–1 min, 3%–50% 1–2 min, 50%–97% 2–12 min, 97% 12–14 min, 97%–3% 14–14.5 min and 3% 14.5–21 min (6520 system) and 3% 0–1 min, 3%–50% 1–5 min, 50%–97% 5–10 min, 97% 10–12 min, 97%–3% 12–12.5 min and 3% 12.5–15 min (6546 system). MS data were collected using electrospray ionization (ESI) in positive mode with a mass range of 50–1,200 m/z and a rate of one spectrum per second (6520 system), or Dual AJS ESI in positive mode with a mass range of 100–1,700 m/z and a rate of one spectrum per second (6546 system). The ionization source was set as follows: 325 °C gas temperature, 10 l min−1 drying gas, 35 psi nebulizer, 3,500 V VCap, 150 V fragmentor, 65 V skimmer and 750 V octupole 1 RF Vpp (6520 system), or 325 °C gas temperature, 10 l min−1 drying gas, 20 psi nebulizer, 3,500 V VCap, 150 V fragmentor, 65 V skimmer and 750 V octupole 1 RF Vpp (6546 system). MS/MS fragmentations were generated using [M+Na]+ as the precursor ion and fragmented with a collision energy of 30 eV unless otherwise stated.
Quantification of baccatin III (16)
The samples in Fig. 5i were analysed by an Agilent 1290 HPLC system coupled to an Agilent 6470 triple quadrupole (QQQ) mass spectrometer to accurately quantify the concentration of baccatin III. Data were collected with Agilent MassHunter Workstation Data Acquisition and analysed by MassHunter Quantitative Analysis 10.1 and Microsoft Excel. Separation was done using a ZORBAX RRHD Eclipse Plus C18 Column (2.1 × 50 mm, 1.8 µm; Agilent) with a mixture of 0.1% formic acid in water (A) and 0.1% formic acid in acetonitrile (B) at a constant flow rate of 600 μl per min at 30 °C. The injection volume was 0.5 μl. The following gradient of solvent B was used: 30% 0–1 min, 30%–100% 1–5 min, 100% 5–6.5 min, 100%–30% 6.5–7 min and 30% 7–8 min. MS data were collected using AJS ESI in positive mode. Multiple reaction monitoring was used to monitor the 609.2 to 549.2 ion transition at a collision energy of 24 eV as the quantifier, and the 609.2 to 427.1 ion transition at a collision energy of 32 eV as the qualifier. The ionization source was set as follows: 250 °C gas temperature, 12 l min−1 drying gas, 25 psi nebulizer, 300 °C sheath gas temperature, 12 l min−1 sheath gas flow, 3,500 V VCap, 0 V nozzle voltage.
Extraction and purification of taxanes from N. benthamiana

Nicotiana benthamiana plants were infiltrated with the combinations of biosynthetic genes shown in Supplementary Table 12 for the purification of taxusin (6), taxusin (6’), 1β-hydroxytaxusin (6-O1) and 15-hydroxy-11(15→1)abeo-taxusin (6-O2). Lyophilized N. benthamiana materials were cut into small pieces and extracted with 1 l ethyl acetate (ACS reagent grade; J.T. Baker) in a 2-l flask for 48 h at room temperature with constant stirring. Extracts were filtered using vacuum filtration and dried using rotary evaporation. Two rounds of chromatography were used to isolate compounds of interest. The chromatography conditions for each compound are summarized in Supplementary Table 12. In brief, the first chromatography was performed using a 7-cm-diameter column loaded with P60 silica gel (SiliCycle) and using hexane (HPLC grade; VWR) and ethyl acetate as the mobile phases. The second chromatography was performed on an automated Biotage Selekt system with a Biotage Sfär C18 Duo 6-g column using Milli-Q water and acetonitrile as the mobile phases. Fractions were analysed by LC–MS to identify those containing the compound of interest. Desired fractions were pooled and dried using rotary evaporation (first round) or lyophilization (second round). Purified products were analysed by NMR.
NMR analysis of purified compound
CDCl3 (Acros Organics) was used as the solvent for all NMR samples. 1H, 13C and 2D-NMR spectra were acquired on a Varian Inova 600-MHz or a Bruker NEO 500-MHz spectrometer at room temperature using VNMRJ 4.2, and the data were processed and visualized on MestReNova v.14.3.1-31739. Chemical shifts were reported in ppm downfield from Me4Si by using the residual solvent (CDCl3) peak as an internal standard (7.26 ppm for the 1H and 77.16 ppm for the 13C chemical shift). Spectra were analysed and processed using MestReNova v.14.3.1-31739.
Taxane feeding experiments
Taxus genes were expressed in N. benthamiana leaves using the Agrobacterium-mediated infiltration method described above. Three days after Agrobacterium infiltration, taxanes (purified 3O2A (4), taxusin (6), 10-deacetylbaccatin III or 9-dihydro-13-acetylbaccatin III (13); unless otherwise specified, a 100-μM solution after diluting with 10 mM DMSO stock was used) were fed into the leaves. Approximately 150 μl of solution was used per leaf to yield a circle with a diameter around 3 cm, which was marked for reference. After 18–24 h, four leaf discs were collected within the marked area with a 1-cm diameter cutter, and LC–MS samples were prepared following the methods described above.
Construction of phylogenetic trees
Sequences from the T. chinensis genome were selected using Pfam to identify 672 P450s (PF00067), 218 2-ODDs (PF03171) and 195 acyltransferases (PF02458). P450s were further filtered to those longer than 300 amino acids (467 P450s). Multiple sequence alignment for each family was performed using Clustal Omega, and the phylogenetic trees were constructed using the neighbour-joining method in Geneious Prime (v.2024.0.4) with 100 bootstrap replicates for initial analysis. Arabidopsis thaliana cinnamate 4-hydroxylase (AtC4H, accession NP_180607.1), A. thaliana gibberellin 20-oxidase1 (AtGA20ox1, accession NP_194272.1), and Hordeum vulgare agmatine coumaroyltransferase (HvACT, accession AAO73071.1) were used as outgroups for the P450, 2-ODD and acyltransferase families, respectively. All analyses were performed with default settings unless otherwise specified. Representative genes from major clades of the initial analyses and the Taxol biosynthetic genes were then selected to construct the final phylogenetic trees (Extended Data Fig. 9) using the neighbour-joining method with 1,000 bootstrap replicates.
Purification of proteins and binding assays
All proteins were purified from standard pET28a vectors expressed in BL21DE3 cells (New England Biolabs, C2527H). FoTO1 and FoTO1(ΔCterm) were purified as C-terminal fusions: His6-3×Flag-TEV-mTurq2-GSG-FoTO1. T5αH and TDS were purified with N-terminal purification tags (His6-3×Flag-TEV-enzyme) with N-terminal signal peptides removed (T5αH, 47 amino acids removed; TDS2, 60 amino acids removed). Proteins were purified as previously described69, with post-lysis steps done at 4 °C. In brief, 1 l of cells were grown to an OD600 nm of 0.4–0.5, induced with 0.3 mM IPTG and expressed for 16 h overnight at 18 °C. Cell pellets were lysed in lysis buffer (0.5 M NaCl, 20 mM HEPES pH 8.0, 0.1% Triton X-100, 1 mg ml−1 lysozyme, HALT protease cocktail (Thermo Fisher Scientific) and 1 μl ml−1 DNAse I (New England Biolabs)) by sonication, clarified by centrifugation for 1 h at 8,000g. Proteins were purified on pre-equilibrated Ni-NTA beads (New England Biolabs) and exchanged into a protein storage buffer (10 mM HEPES-KOH pH 8.0, 50 mM KCL, 10% glycerol, 1 mM DTT and 1 mM EDTA). Purified proteins were quantified by Bradford assay, and SDS–PAGE gels were used to verify protein size and correct protein concentration.
For each multiscale thermophoresis experiment, one protein was first labelled with the NanoTemper His-Tag labelling kit (RED-tris-NTA v2, MO-L018) for 30 min at room temperature according to reagent protocols. MST experiments were performed in PBS with 0.05% Tween-20 with labelled query protein (T5αH- or TDS-labelled) at 100 nM and a titration series of target protein.
Co-IP
Nicotiana benthamiana leaves were harvested four days after infiltration. Leaf tissue was homogenized in liquid nitrogen and resuspended in extraction buffer (50 mM Tris pH 7.5, 150 mM NaCl, 0.6% NP-40, 0.6% CHAPS and 1 mM β-mercaptoethanol)70. Lysates were kept on ice and centrifuged at 20,000g for 10 min at 4 °C. The protein content of the clarified extract was determined by Bradford assay (Abcam, 119216). Ten microlitres of protein-G-coated magnetic beads (Invitrogen, 10003d) were washed twice in binding buffer (50 mM Na2HPO4, 25 mM citric acid, pH 5.0) before a 1-h incubation at room temperature under agitation with 1 μl anti-V5 antibody. Lysates were incubated with the indicated compounds for 15 min under agitation. Antibody-bound beads were then washed twice in extraction buffer and incubated for 15 min under agitation at room temperature with lysate corresponding to 100 μg of total protein content (approximately 40 μl). After incubation, bead complexes were washed three times in extraction buffer and mixed with LDS sample buffer (Invitrogen, NP0007) for subsequent analysis by immunoblotting.
Immunoblotting
Lysates were separated for 1.5 h at 80 V on a NuPAGE gel (Invitrogen, NP0321) before transfer onto a PVDF membrane using a Bio-Rad Trans-Blot Turbo Transfer System (Bio-Rad, 1704150). Immunoblots were incubated with the indicated antibodies (anti-V5 at 1:1,000 and anti-HA-HRP at 1:2,500) for 3 h at room temperature under agitation. Blots were subsequently washed and incubated with HRP–protein G (Genscript, M00090) for 1 h, then imaged on the iBright FL1500 Imaging System (Invitrogen, a44241). The extraction buffer was adapted from a previously published procedure70.
Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
Raw and processed single-nucleus transcriptome data have been deposited at the NCBI Gene Expression Omnibus (GEO) (accession GSE292840). The bulk RNA-seq data from six previous studies for comparison were downloaded from NCBI (accession PRJNA493167, PRJNA251671, PRJNA733140, PRJNA427840, PRJNA497542, PRJNA499080 and PRJNA864083). The Python code used for transcriptomic and metabolomic analysis is available at GitHub (https://github.com/mcclune/nature2025). The raw NMR free induction decay data of individual compounds have been deposited in the Natural Products Magnetic Resonance Database (https://np-mrd.org/) with the following IDs: 4α,20-epoxy-taxadien-5α-ol (2’d) (NP0350670); 4α,20-epoxy-5α-hydroxy-taxadien-13-one (NP0350671); 5α,13α-diacetoxy-taxadiene (NP0350849); taxusin (6) (NP0074778); 13β-taxusin (6’) (NP0341907); 1β-hydroxytaxusin (6-O1) (NP0341908); and 15-hydroxy-11(15→1)abeo-taxusin (6-O2) (NP0341909). The processed NMR data are shown in Supplementary Figs. 23–65 and Supplementary Tables 3–10.
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Extended data figures and tables
Extended Data Fig. 1 Expression and co-expression of Taxol genes.
a, UMAP52 of Taxol biosynthetic enzyme expression across single cells from naive T. media tissues and elicited T. media tissues. Three separate single-cell transcriptomic experiments were integrated (cellbender55, scvi57, including mature naive aerial tissues (orange), new needle and bud growth (green), and needles from the multiplexed perturbation (blue). Dotted black line encircles the elicited (top right) and young tissue (bottom left) cells in each plot. b, Annotated correlation rank plot of known Taxol biosynthetic genes (with bulk RNA-seq vs mpXsn). Genes in the T. chinensis genome are ranked by their Pearson correlation to TDS1 using either bulk RNA-seq (n = 79 samples5,59,60,61,62,63) or mpXsn (n = 17,143 cells across 3 experiments) data. The ranks of known Taxol biosynthetic enzymes and GGPPS are indicated in this plot. c, Pearson correlations between all Taxol genes in this study, using the mpXsn data. Genes are hierarchically ranked on both axes. d,e, Pearson correlation rank between Taxol enzymes. Using either mpXsn (d) or bulk RNA-seq (e) data, Pearson correlation ranks were calculated to all genes in this study (x axis) using the previously known Taxol biosynthetic enzymes as bait (y axis).
Extended Data Fig. 2 Functional testing and structural analysis of FoTO1 homologues.
a, FoTO1 homologues from T. media and A. thaliana have no effect on taxane yield increase. TDS2 and the first three pathway oxidases were co-expressed in N. benthamiana with either GFP, FoTO1, At5g04830 (A. thaliana homologue), or ctg8326.3 (T. media homologue). Masses corresponding to the expected products, 5α,10β,13α-triol and 5α,10β-diol 13-one, are displayed as EICs and bar graph quantified across three independent replicate leaves. Unlike FoTO1, neither FoTO1 homologue alters the product profile of this early subpathway. Data are shown as the mean ± standard deviation, n = 3. b, FoTO1 structural homologues identified in other land plants. Using FoldSeek v471 we searched all pre-folded protein databases in FoldSeek for full-length structural homologues of FoTO1. The top five hits were proteins from the genomes of model plants Oryza sativa Japonica (rice), Zea mays (corn), A. thaliana and Glycine max (soy). After the NTF2 domain, each of these homologues contain the α-helical C terminus (highlighted in transparent turquoise) that we found to be crucial for FoTO1’s phenotype in vivo and for binding to TDS and T5αΗ. The identification of these structural homologues indicates that FoTO1 is not just restricted to gymnosperms, but has structural analogues across both angiosperms.
Extended Data Fig. 3 Additional functional characterization of FoTO1.
a, FoTO1 does not affect the production of taxadiene by TDS. GC–MS total ion chromatogram (TIC) traces of N. benthamiana expressing boost (tHMGR, GGPPS) and TDS (TDS1 or TDS2) with and without FoTO1. When FoTO1 is co-expressed, the formations of taxadiene [1, taxa-4(5),11(12)-diene] or iso-taxadiene [taxa-4(20),11(12)-diene] remain the same and there are no observed new peaks. Representative traces of three biological replicates for each condition are shown. b,c, Relative yields of taxadien-5α-ol (b; 2, desired product) and iso-OCT (c; 2’b, an undesired product) measured by GC–MS when TDS2 and T5αH were co-expressed with various FoTO1 mutants in N. benthamiana. Candidate residues for catalytic or substrate interaction in the cavity of the NTF2-like fold and regions of truncation were selected based on the AlphaFold3 structure. Data are shown as the mean ± standard deviation, n = 3. d, FoTO1 structure predicted by AlphaFold372.
Extended Data Fig. 4 Metabolic pathways to taxusin (6): two convergently evolved T9αHs and the bi-functional TAT.
a, Combinations of genes, indicated on the left, are expressed in N. benthamiana via Agrobacterium-mediated infiltration, and the EICs of the corresponding intermediates are shown. Expression of T9αH-725Α with the 3O2A (2) pathway did not yield any new product, while expression of T9αH-750C resulted in a 4O3A (5). 4O2A was proposed to be the intermediate; however, at the presence of TAT (within the early 3O2A pathway), it was quickly turned over to 4O3A (5) and was not detectable (see c for investigation of this transformation). TAX19 produced two major products which we proposed to be the C-13α/β isomers that eventually resulted in taxusin (6) and 13β-taxusin (6’) with the addition of either T9αH. As T9αH-725Α did not affect 3O2A (4) accumulation but was able to produce taxusin (6) when TAX19 is added, it is only possible that T9αH-725Α acts after TAX19, as shown on the upper route. The proposed 4O3A intermediate was is likely to have been quickly turned over by TAT and not detected in the TAX19 + T9αH-725Α experiment. b, MS/MS fragmentation patterns of heterologously produced taxusin (6) in N. benthamiana compared to that of taxusin (6) standard. MS/MS fragmentations were generated using [M+Na]+ (m/z = 527.2621) as the precursor ion and fragmented with a collision energy of 30 eV. Regions between m/z 100 to 800 are shown. The following gene set was heterologously expressed in N. benthamiana via Agrobacterium-mediated transient expression: tHMGR, GGPPS, TDS, FoTO, T5αΗ, ΤΑΤ, T10βH, DBAT, T13αH, T9αΗ-750C, and TAX19. c, Feeding experiment reveals the bi-functional role of acetyltransferase TAT. To investigate the origin of the acetyl group on 9α-hydroxy in taxusin (6) and study the biosynthetic routes, we fed purified 3O2A (4) to N. benthamiana leaves expressing different combinations of T9αH-750C, TAT, DBAT, and TAX19. We found that only TAX19, the previously reported C-13α-Ο-acetyltransferase, yielded an acetylated 3O3A product and neither DBAT nor TAT did. Both T9αH-750C and T9αH-750C + TAX19 condition resulted in the formation of two isomers of 4O2A and 4O3A, respectively, which we proposed is due to the spontaneous acyl migration between 9α- and 10β-hydroxyl groups. As taxane scaffolds are highly strained and congested, acyl migration of acetyl groups are poised to happen, for example, the migration from 10β- to 7β-hydroxy73, and from 2α- to 5α-hydroxy74 have been reported. T9αH-750C + TAT generated a single 4O3A acetylated product different from the two isomers generated by T9αH-750C + TAX19. This suggests a 9α-Ο-acetylated product and the involvement of TAT on 9α-O-acetylation. Lastly, T9αH-750C + TAT + TAX19 condition successfully resulted in the production of taxusin (6). Overall, these data suggest a metabolic network model from 3O2A (4) to 4O4A involving TAT, TAX19, and T9αH-750C, and reveal the bi-functional role of TAT on both 5α- and 9α-O-acetylation.
Extended Data Fig. 5 Product profiles of T1βH-184 and T1βH-686 with different upstream pathways and the proposed mechanism for 1β-hydroxylation and abeo-taxane rearrangement.
Two 2-ODDs, T1βH-184 and T1βH-686, were expressed in N. benthamiana with four different background conditions: a, Feeding taxusin. b, Feeding taxusin and co-expressing T2αΗ, ΤΒΤ, Τ7βΗ, and Τ7Αc. c, Co-expressing full biosynthetic pathway to 7O5A, i.e. tHMGR, GGPPS, TDS, FOTO, T5αH, TAT, T10βH, DBAT, T13αΗ, T2αΗ, ΤΒΤ, Τ7βΗ, Τ7ΑΤ, ΤΟΤ. d, Co-expressing full biosynthetic pathway to 7O6A, i.e. 7O5A pathway and TAX19. EIC of mono-oxidized products on both C-2α-O-acetyl and -benzoyl precursors are shown as well as their potential structures. Among all products, 1β-hydroxytaxusin (6-O1) and 15-hydroxy-11(15→1)abeo-taxusin (6-O2) are confirmed by NMR (Supplementary Tables 5–7) while baccatin VI (11-Bz) is confirmed by comparing to chemical standard (Fig. 4c,e). The observed product diversity (formation of multiple peaks) is likely to arise from the dual-function of T1βH and TOT: T1βH performs both 1β-hydroxylation and rearrangement to 11(15→1)abeo-taxane, and TOT generates both epoxide and oxetane products. Notably, C-2α-Ο-benzoylated products mostly show as a single dominant peak. This suggests that the T1βΗ 1β-hydroxylation activity is selective toward C-2α-O-benzoylated/oxetane intermediates. e, Proposed mechanism of T1βH. Formation of the two characterized products 1β-hydroxytaxusin (6-O1) and 15-hydroxy-11(15→1)abeo-taxusin (6-O2) from taxusin (6) by T1βH-184 can be explained by the different fates of the C-1 radical after the first proton abstraction: direct hydroxyl radical rebound from the enzyme would yield 1β-hydroxytaxusin (6-O1) while radical rearrangement forming C-1/11 bond followed by ring opening and hydroxyl radical rebound would give 15-hydroxy-11(15→1)abeo-taxusin (6-O2). The rearrangement route is likely to lead to many non-classical abeo-taxanes, like brevifoliol, while the 1β-hydroxylation leads to classical taxanes like baccatin VI (16).
Extended Data Fig. 6 Characterization of deacetylases T7dA and T9dA.
a, Conversion of baccatin VI (11-Bz) to 9-dihydro-13α-acetylbaccatin III (9DHAB, 13) by T7dA and T9dA in N. benthamiana leaves. T7dA and T9dA were heterologously expressed in N. benthamiana via Agrobacterium-mediated transient expression and baccatin VI (11-Bz) 20 μM was fed to the leaves three days after infiltration. b, Reconstitution of 9DHAB (13) biosynthetic pathway in N. benthamiana. EICs of leaves expressing the reconstituted pathway compared to the 9DHAB standard are shown. MS/MS fragmentations were generated using [M+Na]+ (m/z = 653.2576) as the precursor ion and fragmented with a collision energy of 30 eV. Regions between m/z 100 and 800 are shown.
Extended Data Fig. 7 Heterologous production of baccatin III (16) in N. benthamiana.
a, Untargeted analysis shows baccatin III (16) as a major product in the final step of pathway. Linear volcano plot comparing N. benthamiana leaves expressing the full baccatin III (16) pathway and full pathway without the penultimate enzyme T7dA (ΔT7dA). Metabolomic features with putative taxane masses are shown as dots whose sizes indicate EIC integrated area. P-values calculated by two-sided t-test with a Bonferroni correction for multiple hypothesis testing. The full baccatin III (16) pathway include: tHMGR, GGPPS, TDS, FoTO1, T5αΗ, ΤΑΤ, T10βH, DBAT, T13αH, T9αΗ-750C, T2αH, TBT, T7βH, T7AΤ, TOT, T1βH-686, T9dA, T7dA, and T9ox. b, 1H-NMR spectra of partially purified baccatin III (16) from N. benthamiana and baccatin III (16) standard (CDCl3, 500 ΜΗz, 298 K). The spectra of our partially purified baccatin III (16) align with the standard, exhibiting all characteristic peaks (labelled with carbon number) as well as the H-20 coupling constant (J = 8.3 Hz) of the oxetane. The full baccatin III (16) pathway excluding T5αH was used to infiltrate 53 N. benthamiana plants [30.70 g DW] to yield baccatin III (16), whose yield (~270 μg) is derived from the total yield (1.33 mg) with an estimated 20% purity. c, T9αH-725A cannot complement T9αΗ-750C for baccatin III (16) production. Representative EIC of N. benthamiana leaves expressing our full baccatin III pathway gene set, compared to full gene set without TDS (ΔTDS) or an exchange of our T9αH-750C for the recently reported T9αH-725A12,13,14. Bar graph of integrated EICs for baccatin III (16) are shown. T9αH-725A pathway yields negligible baccatin III, statistically indistinguishable to a ΔTDS negative control. This would be expected from our finding that T9αH-725A appears to require a 13α-O-acetylation (Fig. 3b) that is absent from our baccatin III (16) pathway and from Taxol. Data are shown as the mean, n = 3 biological replicates. Significance indicates results of an ordinary one-way ANOVA comparison to the full pathway (****P = 5.63 × 10−6). d, Variations in baccatin III (16) production. Bar graph showing baccatin III (16) yields from N. benthamiana leaves expressing the full 17-gene pathway from different plants, calculated based on a baccatin III standard curve. Each sample (dot) was taken from the 7th or 8th leaf counted from the bottom from separate plants under the same experimental conditions. The yields range from 1.7 ~ 31.5 μg/g DW, comparable to those reported for the twig and leaf samples from T. chinensis, T. cupsidata, and T. media75. Furthermore, our isolated yield (~8.7 μg/g DW) aligns well with the calculated yield. Data are shown as the mean ± standard deviation, n = 6.
Extended Data Fig. 8 Characterization of T13αΗ activity and products.
a, FoTO1 modulates T13αΗ oxidation on taxadiene (1). GC–MS TIC of N. benthamiana leaves expressing TDS + T13αH with and without FoTO1 and the mass spectra (MS) of selected peaks are shown. Without FoTO1, T13αH oxidizes taxadiene (1) to multiple products, including OCT (2’a), iso-OCT (2’b), rearranged products (2’c) that are also made by T5αH, and other uncharacterized products. Similar to the effect of FoTO1 on T5αΗ, FoTO1 significantly changes the product profile of T13αH by suppressing the formation of 2’a–c and selectively boosts the production of several products. b, Three of these increased products are shown here and annotated with their corresponding molecular structures (either proposed or confirmed). The structure of taxadien-5α,13α-diol (m/z 304.2) is confirmed based on MS comparison to previously published MS spectrum76 and its subsequent utilization by TAT and TAX19. The structure of 4α,20-epoxy-5α-hydroxy-taxadien-13-one is confirmed after purification and NMR analysis (Supplementary Table 8). Regions between m/z 50 to 320 are shown for the MS spectrum. c, Proposed route for the formation of these taxanes in N. benthamiana. d, Products of T5αΗ and T13αΗ can be acetylated by TAT or TAX19. GC–MS TIC of N. benthamiana leaves expressing the indicated genes are shown. Both TAX19 and TAT can acetylate taxadien-5α-ol (2) to 5α-acetoxy-taxadiene. However, TAX19 and TAT acetylate T13αH products differently: TAT results in two overlapping, major products, presumably 5α-acetoxy-taxadien-13α-ol and 5α-acetoxy-taxadien-13-one (proposed based on MS spectra), while TAX19 yields one major product, 5α,13α-diacetoxy-taxadiene, whose structure is confirmed by NMR (Supplementary Table 10). These data are consistent with previous characterization of TAX19’s regioselective 5α- and 13α-O-acetylation activity39. All acetylated products are proposed based on the characterized TAT/TAX19 functions and MS fragmentation patterns.
Extended Data Fig. 9 Functional redundancy in Taxol biosynthesis.
Five pairs of functionally redundant enzymes in the Taxol biosynthetic pathway with their functions, single-cell expression patterns, percentage identity (% ID) in protein sequence, and protein structures or phylogenetic trees shown. Beginning with the first committed step of taxane biosynthesis, which can be catalysed by either of two TDS paralogues5, we found that many taxane functional groups could be installed by multiple genes with different sequences and expression patterns. In the extreme case of the T9αHs, highly divergent sequences imply convergent evolution. For the T9αH and T1βH variants we found, different substrate and product specificity suggests that these enzymes may be involved in different branches of taxane metabolism, like C-13α-acetoxy taxanes and 11(15→1)abeo-taxanes. Regardless of the mechanism, the prevalence of functional redundancy across the four major enzyme classes in taxane biosynthesis complicates both the dissection of various branches of endogenous taxane metabolism and the identification of optimal enzyme sets for heterologous taxane production. Crystal structure of TDS1 (Protein Data Bank 3P5P) and the AlphaFold3 predicted structure of TDS2 are shown. Phylogenetic trees of the three main tailoring enzyme families involved in Taxol biosynthesis — P450s, 2-ODDs, and acyltransferases. Protein sequences from each family were aligned using Clustal Omega, and the phylogenetic trees were constructed using the neighbour-joining method in Geneious Prime with 1,000 bootstrap replicates. AtC4H, AtGA20ox1, and HvACT were selected as outgroups for each family.
Extended Data Fig. 10 Biosynthetic pathway reconstituted in N. benthamiana and proposed final steps to Taxol.
In this work, we demonstrated the complete transformation from taxadiene (1) to 3’-N-debenzoyl-2’-deoxypaclitaxel, which is proposed to be two steps away to Taxol, in N. benthamiana. While T2’αΗ has been previously reported45,47, we were unable to reconstitute its activity. The first oxidation of taxadiene (1) can be conducted by either T5αΗ or T13αH, under the modulation by FoTO1. Branching of the Taxol pathway occurs at multiple enzymatic steps, including previously characterized T14βH77, and more recently reported TBT43, T7AT, TOT11,12,13, and T1βH-184, leading to other taxanes (shown in the last panel). The structural differences of other taxanes to Taxol are highlighted in brown. Furthermore, TAX1939 allows the reconstitution of branching pathway to 13α-acetoxy taxanes including taxusin (6), baccatin IV, baccatin VI (11-Bz), and 9-dihydro-13-acetylbaccatin III (9DHAB, 13) that can be confirmed with chemical standards (Fig. 4e, Extended Data Figs. 4b and 6b). However, the potential roles of these 13α-acetoxy taxanes as alternative intermediates toward baccatin III remain to be explored. The prevalence of these 13α-acetoxy taxanes in Taxus plants suggests it is difficult to rule out that the natural biosynthetic pathway might proceed through 13α-acetoxy intermediates. However, we were unable to identify a corresponding C-13α-O-deacetylase (question mark from 13 to 16), which prevented us from accessing baccatin III (16) via this putative, alternative route. Similarly, 10-deacetylbaccatin III, an abundant taxane in most Taxus species, might be an alternative biosynthetic intermediate with DBAT catalysing a late-stage acetylation (question mark from 13 to 10-deacetylbaccatin III)78. Full enzyme names are provided in Supplementary Table 1.
Supplementary information
Supplementary Information
This file contains Supplementary Notes 1–5, Supplementary Tables 1–13, Supplementary Figures 1–22, NMR spectra (Supplementary Figures 23–65) and Supplementary References.
Reporting Summary
Supplementary Data 1
cNMF Taxol modules. Top 2,000 genes and corresponding scores from each of the three Taxol modules produced by cNMF analysis.
Supplementary Data 2
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Correction to: Nature
https://doi.org/10.1038/s41586-020-03145-z Published online 3 February 2021
In the version of the article initially published, arising from an implementation mistake, the false discovery rate (FDR) in the analysis of epigenomic enrichments for GWAS loci was not correctly controlled, leading to inflated enrichment statistics due to double-counting of enhancer-SNP overlaps in the case of multiple nearby enhancers from the same tissue.
Specifically, our enrichment analysis between tissue/biosample enhancers and GWAS trait SNPs sought to match the Roadmap Epigenomics analysis, but we made two implementation mistakes. The first mistake was that we calculated the enrichment in the wrong direction: instead of calculating the enrichment of SNPs in biosample enhancers as was previously done in Roadmap, we mistakenly calculated the enrichment of enhancers in GWAS lead SNPs. This led to double-counting SNPs and inflated enrichment statistics in the case of multiple nearby enhancers within 2.5 kb of the same lead SNP, which were all counted as independently overlapping the same SNP, when in fact the multiple overlaps came from their genomic clustering in the same locus. The second mistake was that our FDR procedure only controlled for inflation due to multiple enhancers proximal to the same SNP, but not for the multiple hypothesis testing across many tissue-trait combinations, and thus our reported statistics correspond to nominal P values rather than FDR-corrected P values. This issue affected the section “Interpreting GWAS loci,” and the figures and sections that depended on it.
To correct this issue, we have re-calculated all GWAS enrichments in the paper to assess the enrichment of GWAS SNPs in enhancers, which calculates the enrichment in the opposite direction, and doesn’t lead to double-counting (as a given SNP counts as ‘overlapping’ a biosample if it hits any enhancer from that biosample, and thus multiple overlapping enhancers do not pose an issue). This analysis has been properly FDR controlled and results in 226 GWA studies at FDR of 1% for the flat epigenomes analysis (instead of the previously reported “245 at 1% FDR”).
Following the revised analysis, the GWAS-relevant Results sections have been rewritten, the GWAS Methods sections have been updated, and GWAS numbers have been updated in the Abstract and Discussion; and Figs. 3 and 4, Extended Data Figs. 9–12, Supplementary Figs. 18–24, 26 and the Supplementary Data have been updated. Reference 36 in the paper has been updated to Nagel, M. et al. Meta-analysis of genome-wide association studies for neuroticism in 449,484 individuals identifies novel genetic loci and pathways. Nat. Genet.
50, 920–927 (2018). To allow transparent comparison, the original article and Supplementary Figures and Data are available as Supplementary Information accompanying this amendment.
Supplementary information is available in the online version of this amendment.
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