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RNA Is the Cell’s Emergency Alert System

By 
 Dan Samorodnitsky 

July 14, 2025
 How does a cell know when it’s been damaged? A molecular alarm, set off by mutated RNA and colliding ribosomes, signals danger. 


Wei-An Jin/Quanta Magazine
Introduction


When the sun shines on your skin, what does it hit? When it causes a burn, what went wrong?
Underneath that pain is your cells’ emergency response to DNA damage. When a hazard, such as ultraviolet light, ionizing radiation or certain chemicals, damages DNA, the cell needs to respond at breakneck speed. Ideally it either repairs the damage to its genomic information repository, or else sacrifices itself through a controlled cell death process. If it doesn’t move fast enough, it risks the more dangerous outcome of death by necrosis — an explosive, uncontrolled death that damages its neighbors — or passing mutated DNA to its descendants, which could develop into cancer.
It is therefore urgent for a cell to identify DNA damage as soon as possible. But the genome is enormous; when DNA mutates, the mutation may not be found in a timely manner, if at all. To remain in control of its fate, a cell needs some kind of DNA-damage alarm.
Researchers have now identified the cellular alarm system, which surprisingly doesn’t involve DNA itself. Instead, when mutated molecules of DNA’s close cousin RNA pile up in a cell and interfere with molecular operations, a signaling pathway is triggered, raising the alarm that something is deeply wrong with the DNA code that must be addressed urgently. These findings were published in the journal Cell in 2024.
Most recently, a team led by Anna Constance Vind, a molecular biologist at the University of Copenhagen, confirmed that RNA is at the center of this rapid and intricate damage response in mammalian cells — specifically in those of sunburned mice, which suggests it’s happening in human cells too. That work was published in Molecular Cell.




Anna Vind’s research into cells’ emergency alarm system reveals yet another central role for RNA in cell biology. “People are now seeing that RNA does matter,” she said. 
Anton Willemann/Københavns Universitet
“What the cell is trying to do is make decisions about whether to live or die based on how damaged the DNA is. If DNA is too damaged, there will be mutations that are inherited,” said Rachel Green, an RNA biologist at Johns Hopkins University who co-authored the Cell study. “But amazingly, it’s the RNA that signals that. That’s the remarkable observation.”
Collision Course
Scientists are as susceptible to myths as anyone else. The popular understanding was that DNA damage is detected by proteins that interact directly with DNA. As these proteins crawl along a DNA strand, they can get stuck on lesions, crosslinks or mutations, the way you might run a piece of string between your fingers until you find a knot. The cell can then try to repair the damaged DNA, but if the injury is too dire, it will undergo apoptosis, in which a cell intentionally bundles its contents and disposes of itself safely without damaging nearby cells.
But that story never really made sense. Because of the genome’s vast size, and the fact that DNA is crawled and copied only during one specific part of a cell’s life cycle, any DNA-based alarm system would be slow and cumbersome. Intrinsic DNA repair mechanisms can take upward of 16 to 24 hours. But once DNA is damaged, the cell makes its fateful choice much faster than that.
The extent of [ZAK’s] activation is the commitment to death.
Niladri Sinha, John Hopkins University
“The decision to live or die is made in 15 to 30 minutes,” said Niladri Sinha, a postdoctoral researcher in Green’s lab and lead author of the Cell study. “You don’t want the problem to spread; you make the decision to stop it early.”
In addition, a direct causative link between DNA damage and the inflammatory immune response to cellular threats was never firmly established in a living organism.
To resolve these discrepancies, Vind needed to intentionally damage DNA in the lab and follow the cell’s response. So her lab gave mice sunburns. They shaved two groups of mice and shone UV light on them. The first group consisted of normal mice, or “wild-type.” The mice in the second group were genetically engineered to lack a protein called ZAK.
ZAK is associated with ribosomes, the cellular factories that process some types of RNA to make proteins. It’s one of a coterie of proteins that help the ribosome, for example by loading it with RNA, assisting with protein synthesis and checking on its progress, and it sits at the top of a signaling cascade that transmits information from the ribosome to the rest of the cell. Years of research placed ZAK as a central coordinator in a cellular response network that responds to damage from UV rays. Those findings focused on cells and worms growing in a dish; Vind wanted to see how the pathway played out in a larger, more humanlike organism.
When UV light shines into cells, it can mutate DNA; importantly, it makes the same kinds of mutations in RNA. In the skin cells of the sunburned mice, Vind’s group saw that ribosomes tripped over damaged RNA. The ribosomes could not parse some mutations and trepidatiously tiptoed over physical roadblocks created by more severe damage. They slowed down, stopped working and started crashing into one another.


Research led by the biologist Rachel Green places mutated RNA and crashing ribosomes at the center of a rapid cellular damage response.
Courtesy of Rachel Green
That was when the researchers found ZAK leaping into action. The protein persistently hovers, acting only when two ribosomes are physically touching, such as when they are colliding. In the skin cells of the wild-type mice, within six hours of UV exposure, ZAK kicked off a series of cellular reactions in response to ribosomal slowdowns and collisions. Anyone who has ever gotten a sunburn is familiar with these reactions: inflammation caused by an influx of immune cells into the area, resulting in swelling and redness.
“ZAK starts a signaling pathway like an alarm,” Sinha said. “The extent of its activation is the commitment to death.” The more colliding ribosomes there are, the more ZAK signals. When it reaches some critical point, the cell chooses to undergo apoptosis rather than risk necrosis or cancer. The cell is trying to protect neighboring cells, the body itself, and its DNA — the coding information that will get passed down to the next generation.
The mice that lacked ZAK, however, reacted completely differently. Six hours post-UV treatment, there was still no inflammation. The rapid response to damaging UV light was completely absent. It took one or two days after the UV exposure for these mice to become red and inflamed like the wild-type mice.
The results show that ZAK is necessary for cells to rapidly detect DNA damage. And ZAK enables this by sensing damage not to DNA, but to RNA.
Do or Die
The symptoms of sunburn occur because the cell’s ribosomal alarm system activates an acute protective system, the ribotoxic stress response (RSR). When a cell sees that ribosomes are behaving strangely — such as colliding with one another, which they don’t usually do — the cell slows its metabolism down to decide between a repair attempt and a controlled death.


What makes RSR a good, prompt alarm system is the frequency with which a cell uses RNA, which is all the time. Cells are almost always creating, touching, manipulating or otherwise handling RNA in one form or another. It could be messenger RNA that’s getting translated into proteins, noncoding RNA that regulates gene expression, or ribosomal RNA that is used to build the molecular machines — a persistent need for cells and one of their biggest energy sinks.
“Logically, the ribosome getting stuck is a much more sensitized system to finding the damage because ribosomes are super dense on RNA,” said Craig Kaplan, an RNA biologist at the University of Pittsburgh who was not involved in these studies. “The ribosome getting stuck is the fastest way to detect damage, and what we’re finding in these papers is that it’s the dominant way.”
It’s not only the cell’s familiarity with RNA that makes it an ideal alarm molecule, but also its sheer ubiquity and abundance, and its pliability and ease of manufacture.
“You can think of [the ribotoxic stress response] as an amplification of an alarm,” said Lydia Contreras, a molecular biologist at the University of Texas, Austin, who wasn’t involved in the studies. “You can make a lot of copies of an RNA, so it’s like a loudspeaker. … This is one of the cheapest ways, molecularly,” to raise a fuss, she said. “You’re communicating quickly because you’re printing them so quickly.”
Related:

 
	
 Most Life on Earth Is Dormant, After Pulling an ‘Emergency Brake’ 


	
 Cells Across the Tree of Life Exchange ‘Text Messages’ Using RNA 


	
 Bacteria Sacrifice DNA Repair for Better RNA 


	
 To Defend the Genome, These Cells Destroy Their Own DNA 



Plus, it makes a terrific amount of sense that a stalled ribosome should be a red flag for a cell. A stopped ribosome has not finished making its protein, and partially finished proteins can block the activity of complete, healthy ones, which can be toxic and even deadly. These are messes a cell would rather address before they pile up and create serious problems.
Beyond sunburn, the RSR is the pathway that sends a do-or-die signal in response to almost any cellular challenge. It turns on when a cell is starving. It turns on when a cell is poisoned with ricin. It turns on when a cell is overtaken by a virus. Detecting the crash of ribosomes and maintaining a healthy protein translation system is therefore critical for all cells, at all stages of life and in almost any situation.
To Kaplan, the RSR is a beautiful example of a cell’s internal language and the indirect ways it can evolve to access the information it needs to survive. “Cells don’t have a little guy that directs traffic and explains to the cell what’s going on in words. They don’t use that kind of language. One of the things about biology is that evolution has coupled a particular event” — such as ribosomes crashing into each other — “with a particular outcome” — a potential physical and cellular emergency.
“Sometimes you detect things indirectly,” he said. “That’s what evolution does.”
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The Biggest-Ever Digital Camera Is This Cosmologist’s Magnum Opus

By 
 Jenna Ahart 

July 11, 2025
 Tony Tyson’s cameras revealed the universe’s dark contents. Now, with the Rubin Observatory’s 3.2-billion-pixel camera, he’s ready to study dark matter and dark energy in unprecedented detail. 


For decades, Tony Tyson has been building increasingly large CCD cameras for astronomy.
Rachel Bujalski for Quanta Magazine
Introduction


On June 23, 2025, Tony Tyson joined a presentation in Washington, D.C., to unveil an image almost 30 years in the making: 10 million galaxies poised on an inky black backdrop. To appreciate each galaxy in detail, you’d have to stretch the picture across 400 TVs. It’s the first portrait of the cosmos delivered by the Vera C. Rubin Observatory, a new astronomical facility built by the United States on a mountain in Chile. And it captures just 0.05% of the galaxies that the observatory’s mammoth camera will record over the next decade.
That camera is ushering in an ultra-vivid new era of astronomy; it’s also Tyson’s magnum opus.
Tyson, a cosmologist at the University of California, Davis and the chief scientist of the Rubin Observatory, was working at Bell Labs in the 1970s when he encountered a novel imaging chip called a charge-coupled device (CCD) and realized that it could revolutionize the study of the universe. By converting incoming light into electrical signals, CCD sensors are well suited for detecting faint, distant objects in the cosmos. Tyson used the technology to make the first high-resolution map of dark matter, the mysterious, heavy substance that binds galaxies together like an invisible glue.
Then, in the 1990s, other astronomers used one of Tyson’s CCD cameras to study the expansion of the universe and discovered what seemed like a mistake at the time: The expansion was ramping up. The peculiar acceleration revealed the presence of dark energy.
Today, dark matter and dark energy — together composing 95% of the contents of the universe — remain utter mysteries. Even in the 1990s, Tyson knew that to illuminate these dark entities, he’d need to study them with a bigger camera, so he founded the project that has become the Rubin Observatory. Now 85, he is finally introducing his brainchild to the world.
An array of 189 CCDs totaling 3.2 billion pixels, the Rubin Observatory’s Legacy Survey of Space and Time (LSST) camera is the largest digital camera ever built. Over the next 10 years, it will repeatedly photograph approximately 20 billion galaxies. Among other things, the photo album will chronicle the convoluted history of how dark matter and dark energy conspired to carve out the structure of our universe.




Ten million galaxies are visible in this image of the Virgo cluster. A composite of 1,185 exposures taken over seven nights, the image was the first to be released from the Vera C. Rubin Observatory.
NSF–DOE Vera C. Rubin Observatory
Quanta Magazine spoke with Tyson both before and on the day of the image release. Our conversation about dark matter, dark energy and the decades-long development of the Rubin Observatory has been edited and condensed for clarity.
Can you walk me through how you created a map of dark matter?
I was always interested, even as a kid, in measuring things that were almost undetectable — really, really faint signals, first in the radio and then optical wavelengths. Bell Labs gave me free rein to engineer new systems that would detect those extremely faint signals. One day, George Smith [co-inventer of the charge-coupled device] came into my office and said, “You know, with your interest in astronomy, you might be interested in this.” It was this little thing that was a couple millimeters long, known nowadays as a CCD.
At the time, I was really interested in how galaxies look like they’ve been moved by all of this invisible dark matter in between us and them. The galaxy’s light gets distorted by the gravity of the dark matter, so the image of the galaxy becomes elongated, turning into a little arc. So I developed a very simple detector with CCDs that looks for this telltale arc-iness around the sky. The term is called weak gravitational lensing. When you detect the mirage, you can invert the map to see the distribution of the dark matter.
And how did you aid in the discovery of dark energy?
I built the Big Throughput Camera, which at the time was the largest CCD camera in the world. My intention was to try to put it on the largest telescope I could get my hands on, which was a telescope operated by the U.S. National Science Foundation in Chile. We had a bunch of observing time to do whatever we wanted, but we also supported other groups.


The Vera C. Rubin Observatory, a joint project of the U.S. National Science Foundation and Department of Energy, sits on Cerro Pachón, a mountain in Chile.
RubinObs/NOIRLab/SLAC/NSF/DOE/AURA
There were two groups that were looking for supernovae to see how rapidly the universe was expanding. Everybody knew — or thought they knew — that the universe was slowing down because of all its dark matter. These groups discovered what they thought was the wrong answer: The expansion of the universe was actually accelerating for the past billion years. For galaxies to speed away from each other ever faster, they need to be propelled by some force — by a stretching of the underlying space-time. The energy that’s causing space to stretch is what we called dark energy. 
Why did you think the world needed an observatory like Rubin? 
It seemed like a no-brainer. We don’t understand 95% of our universe. That’s sort of mind-boggling.
And I said, “We can do better than this. We can build a larger telescope by making larger mosaics of larger CCDs.” We had to invent a new kind of CCD because we needed information from outside the visible spectrum of light, all the way from the ultraviolet to the near-infrared. And we needed to develop really clever software that could reveal the answer. But by the year 2000, it was clear that this whole thing might really happen.


The LSST camera, seen before its installation, weighs about as much as an SUV.
RubinObs/NOIRLab/SLAC/NSF/DOE/AURA/T. Lange
How did you sell the idea to the rest of the world?
Every 10 years, the U.S. physics and astronomy communities have a big competition, taking suggestions for the next big facility they should build. They really liked my idea that I called the Dark Matter Telescope — because that’s what I wanted to do with it. But they didn’t like the name because it could do so many other things, like detect earth-threatening asteroids. Cleverly, I put a picture of an Earth-threatening asteroid on the last page of my proposal. They really liked that.
So they changed the name to the Large Synoptic Survey Telescope. And we all rushed to the dictionary to look up the word “synoptic.” Nobody ever liked it. And so recently, after our friend Vera Rubin — who helped confirm the existence of dark matter — died, we renamed the facility after Vera.
The sky survey itself is still called the LSST, but now we say it stands for the Legacy Survey of Space and Time.
Tell me about the LSST and its scientific goals.
The camera weighs about as much as a small SUV. It has 3,200 megapixels in the focal plane. It sits up in the middle of the three-mirror telescope that we eventually designed. With every 30-second exposure we take of a patch of the sky, we will issue to the world an alert on anything that has changed in that patch. And we expect to have about 8 million to 10 million of those changes every night — these new things that were not there before, such as faraway exploding objects or new asteroids or comets.
The camera will also give us much nicer, high-precision maps of the dark matter. That’s important because it tells us how clumps of dark matter have evolved from diffuse forms to stringy shapes as the universe has aged, which helps constrain dark matter’s properties. This is enabled by weak gravitational lensing, a technique I pioneered in the 1980s.


Tyson pioneered a method of inferring the distribution of dark matter from the way its gravity distorts the light of more distant galaxies. In this map that he and his colleagues made in the late 1990s, dark matter (depicted in orange) is smoothly concentrated near the center of the CL0024 galaxy cluster. Contour lines indicate step changes in density.
J.A. Tyson, G.P. Kochanski, and I. Dell’Antonio; Astrophysical Journal
And by comparing pairs of galaxies in every patch of the sky, we can also do something totally different than what’s been done before. With weak gravitational lensing, we can look back and see dark energy’s impact on dark matter through cosmic time. We can actually determine whether the expansion of the universe is speeding up or slowing down throughout time. It might be oscillating, who knows? Suppose the universe had a really funny behavior where it not only accelerates its expansion, but it decelerates and then accelerates again. We can detect this for the very first time if that’s true. This will add clarity to what dark energy might be.
Dark energy is an especially hot topic right now, because the DESI and DES surveys — which observed millions of galaxies, rather than billions — found hints that dark energy may be growing weaker. What do you think?  
Well, we’re obviously making progress. I think it’s exciting. Although it’s a small signal, it’s suggestive. And it just gives even more justification for the Rubin Observatory to try to do this with very, very high precision.


Tyson is shown in his lab with a “testing telescope” for experimenting with CCD sensors.
Rachel Bujalski for Quanta Magazine
What was it like to see Rubin’s first images?
It was gratifying to see something so beautiful. As a scientist, I usually look at data that contains this information, but it’s quite a different thing to actually see it with your own eyes — the gorgeous color and high dimensionality. It just blows people’s minds, including mine. I basically took my scientist hat off and looked at it from a child’s point of view.
Related:

 
	
 Is Dark Energy Getting Weaker? New Evidence Strengthens the Case. 


	
 No Dark Energy? No Chance, Cosmologists Contend 


	
 Dogged Dark Matter Hunters Find New Hiding Places to Check 



What have other people’s reactions been — both scientists and nonscientists?
Curiously, the same reaction as mine: wow, with two exclamation points. They’re just blown away by the richness and the promise for discovery that is unique to the LSST. The excitement here in the auditorium today is just infectious. 
What can we expect for the future? I imagine it’ll be a while before Rubin can answer any questions about dark matter or dark energy.
It’ll take a number of years because we have to have ultra-deep images of a wide swath of the universe. But I think already by year five, we’ll know quite a lot.
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July 10, 2025
 Elfatih Eltahir explains why we need more local and social data, like disease spread and population growth, to better predict and address climate-related challenges. 


Peter Greenwood for Quanta Magazine
Introduction


Climate models have changed the way we view the world. While effective, these models are imperfect, and scientists are constantly looking at ways to improve their accuracy and predictability.
MIT professor Elfatih Eltahir has spent decades developing complex models to understand how climate change affects vulnerable regions like the Nile Basin and Singapore. In this episode of The Joy of Why, Eltahir tells co-host Steven Strogatz how growing up near the Nile in Sudan helped him realize that climate change doesn’t occur in isolation. To better understand climate-related impacts and to create more effective adaptation strategies, Eltahir says we need regional models that incorporate contextual data like disease spread and population growth. Eltahir also discusses his “Equation of the Future of Africa,” and he introduces the concept of “outdoor days,” which he hopes can improve public perception about climate change.
Listen on Apple Podcasts, Spotify, TuneIn or your favorite podcasting app, or you can stream it from Quanta.

 All episodes  



 00:00 / 45:05 




 APPLE 
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Transcript
 [Music plays]
STEVE STROGATZ: I’m Steve Strogatz.
JANNA LEVIN: And I’m Janna Levin.
STROGATZ: And this is The Joy of Why, a podcast from Quanta Magazine exploring some of the biggest unanswered questions in math and science today.
Hi, Janna.
LEVIN: Hi, how are ya?
STROGATZ: I’m good. How’re you doing today?
LEVIN: Yeah, good. We’re back to it.
STROGATZ: We are. And our discussion is going to be about something I don’t think we’ve ever talked about with each other, which is climate change.
LEVIN: Yeah. I don’t think we’ve had that conversation, surprisingly.
STROGATZ: Such an important topic in science and world politics and the future of our planet, you know, what our kids are going to be facing. We hear about it all the time, how all kinds of records are being broken, in temperature, wildfires, droughts, sea level changes.
LEVIN: Yeah, I live in a coastal city. I live on an island.
STROGATZ: Oh, yeah, I heard that. Yeah. We’re referring here to Manhattan, yes? It’s true though, right? But so, I realized that I don’t really know as much as I should about how the climate projections are being made. We hear all the time about climate models, but what goes into those models, and what is really the science of climate prediction? Also, what do we know about how things are changing around the world, and how are those changes affecting people?
LEVIN: Yeah. I wonder a lot about how many models there are, if there are competitive models, but I think it almost surprises me how much they dovetail. How much they come together, but, you know, how do they get their data sets? Very difficult problem, actually.
STROGATZ: Well, so I sat down with our guest, Elfatih Eltahir, who is a hydrologist, a climatologist, a meteorologist at MIT. He taught me so much, I mean, I really learned a lot. And Elfatih, he’s originally from Sudan, and, you know, that appreciation that he has from growing up along the Nile underscores the point that climate change does not just occur in isolation. It has a very social and cultural dimension that we really can’t ignore both in our analysis and response to this issue.
LEVIN: Yeah, sure. We want to live on this planet.
STROGATZ: I think so. Anyway, on the science, we are going to hear from Elfatih Eltahir, MIT professor, so let me pass it over to him. Are you ready?
LEVIN: Yeah. I’m ready.
STROGATZ: All right, here we go. 
[Music plays]
STROGATZ: Welcome to The Joy of Why, Elfatih.


Elfatih Eltahir
ELFATIH ELTAHIR: Thank you.
STROGATZ: I’m really pleased to have a chance to talk with you. I noticed that you hold degrees in all kinds of different fields — civil engineering, hydrology, meteorology, hydroclimatology. First, could you just tell us what is hydrology? I mean, I can guess what it is from the words. But how would you define it?
ELTAHIR: Hydrology is the science of the water cycle. The way I think about it is the water cycle in its full extent, from rainfall to infiltration of water into the soils, into overland flow, river flow, then the evaporation into the atmosphere. And then the transfer of that water in the atmosphere from one region to another until it drains somewhere else. Observing it, understanding it, predicting it is the subject of the science of hydrology.
STROGATZ: So, the movement of water through its cycle from rainfall into the land, the plants, the atmosphere, back again. Okay. And how about hydroclimatology?
ELTAHIR: In a way you could think about it as long-term averages of the variability in the hydrologic cycle, and how processes that happen in the atmosphere, leading to formation and fall of precipitation, are connected to evaporation, soil moisture, and conditions over land.
STROGATZ: Now, one of the distinguishing things in your work is this attention to the social considerations along with the climate ones. How necessary do you think it is to take that multidisciplinary perspective, bringing both the social and the scientific together?
ELTAHIR: Yeah, that’s very important. The way I describe it is bringing the context, over which climate change is happening at regional and local scales. I tell my students that climate change doesn’t happen in a vacuum. It happens in a context. When we emphasize heat waves in Asia, those are regions that are already experiencing lethal heat waves. And people are suffering because of that. If you look at disease in Africa, like malaria, too many children die from malaria in places like Nigeria and other corners of the continent. You look at phenomenon, for example, like water availability in the Nile. Even without climate change, there is a conflict on water. There’s too many people, too little water. There is already a system under stress.
Understanding how climate change is going to impact society could not be developed thoroughly without understanding the context and the history. And so, carrying these climate studies at a regional scale, allows us to not only look at what the physical climate models are telling us, but to interpret those in a context where social processes and where society is already engaged in addressing complex and acute problems.
STROGATZ: So, we’re going to spend quite a bit of time in our conversation about the Nile. And before we get into the science and engineering aspects of it, I understand that you have some personal connection to that part of the world.
ELTAHIR: Yes, I was born like a few hundred meters away from Nile, in a city in Sudan called Omdurman. That’s where I grew up. That’s how I learned about the world, early on, seeing that a huge amount of water flowing down to Egypt every year, the flooding of the Nile, the flooding season and the dry season. For a while, I thought the whole world looked like that. You know, you have a river flowing and then you have deserts, and I was more interested in the rivers than the desert.
STROGATZ: So, for those of us who haven’t been there, can you give us a little more description of the terrain?
ELTAHIR: So, Sudan is pretty much a desert region. The river flows from the south to the north across that desert and brings in huge amounts of water into Egypt. The area right next to the river is utilized for agriculture for like thousands of years. So, there is greenery, there is palm trees, there is agriculture. And that’s basically how life in Sudan was shaped through centuries.
Climate change doesn’t happen in a vacuum. It happens in a context.
STROGATZ: Well, you’ve given us some indication already of how important the Nile is to Egypt, Sudan. It touches many other countries, doesn’t it?
ELTAHIR: Yeah, the Nile actually travels across 11 countries. There are two main tributaries of the Nile. The Blue Nile comes from the Ethiopian Highlands. It comes with very strong flows and erodes very strongly into the Ethiopian Highlands. And it brings a lot of sediment, so the color of the water itself will be darker. The White Nile, it travels long distances through South Sudan, through relatively flat landscape, and so the color is not as dark. They meshed together in Khartoum, the capital of Sudan, and then they carry together as the Nile, and that travels until it discharges in the Mediterranean.
In hydrology, the most important equation is the water balance equation. Other countries contribute to generation and to consumption of the water, but like 80% of the water is generated in Ethiopia and 80% of the water, roughly, is consumed in Egypt.
STROGATZ: Once it became clear to you that you were interested in a life as a scientist, did you always think that you would come back to studying the Nile, having grown up, you said, only a few hundred meters away from it?
ELTAHIR: That actually is a very interesting question that I wonder about myself. I found myself going back to study the Nile intensively, but I was just naturally drawn to look at that system and to study it. It didn’t happen by plan. I remember the first paper I had about the Nile was actually after I finished my PhD. People started learning about this phenomenon called the El Niño phenomenon. Every few years, you get a warming pattern in the Pacific Ocean, and it impacts weather and rainfall, around the world and mostly in the tropics. I got my hand in that data, and I noticed that El Niño seemed to correspond to years in which we have drought in the Nile.
STROGATZ: Oh really? Drought, huh?
ELTAHIR: Yeah. That discovery did not happen through a computer or plotting a graph. It’s just looking at the data. That took me to get the data to do analysis, to do statistical significance testing, and so on. And I published a paper in 1996, in which I argued that 25 to 30% of the inter-annual variability of the Nile is associated with this phenomenon, which is El Niño–La Niña. When you have warming in the Pacific Ocean, you get drought in the Nile. And when you have cooling in the Pacific Ocean, you tend to have flooding in the Nile. The story of the seven years of flooding and the seven years of drought was mentioned in the Bible and in the Quran about, you know, a dream of that nature. And even if you don’t believe in those religions, the natural variability of the Nile has been a subject of interest to civilizations for thousands of years.
STROGATZ: Wow. It’s a really fascinating story. First of all, this timescale of seven years, seems to be about right with what we think of for El Niño itself. Is that right?
ELTAHIR: Yeah, it’s around that. When you do spectral analysis, it peaks at that time scale. So, you have the coherence between the two signals — the sea surface temperature in the Pacific Ocean, the river flow in the Nile — are coherent at those time scales. But following that, there have been actually measurements of the water level in the Nile for almost a thousand years. I wrote a paper in which I described that as the longest record of a geophysical phenomena. This is not like peri-climate records that you get from data, but people recording, measuring the level, and they were doing that for reasons that has to do with the taxation of the population. And so, there is measurements from a device they call Nilometer. I used in another paper that record to look at the occurrence of El Niño and La Niña in the past.
STROGATZ: Hmm. On the face of it, it seems pretty unbelievable that something happening in the Pacific — I don’t know how many thousands of miles that is from the Nile — but it must be close to halfway around the world or something. And yet, somehow, through what it’s doing to what, the jet stream or something it’s affecting the weather in Africa?
ELTAHIR: Mm-hmm. A simple picture you could think about is, for rainfall to occur anywhere, you have to have air going upward. So, when you have different rainfall patterns over the Pacific that enhances the upward motion in the Pacific, and that air has to come somewhere else. And some of it comes over the Ethiopian Plateau and inhibits the rainfall over the Nile. That’s a simple way of describing it, but it’s quite an interesting geophysical, what we call, teleconnection.
STROGATZ: Teleconnection, I see.
The way I like to think about the regional climate model is like a numerical laboratory, that is set up for a certain region, to study climate processes at that scale.
ELTAHIR: Yeah, they call it the teleconnection when you have two phenomena, that are so far apart, having physical connection that explains some of these statistical associations that you observe.
STROGATZ: Well, let’s talk about, now, climate and its interplay with the Nile. And, in particular, the use of regional climate models as opposed to global. So, I wonder if you could walk us through why it’s important to look at regional scales, what regional scales actually are in terms of distances, that kind of thing?
ELTAHIR: Yeah. My focus in climate studies has been consciously at the regional scale. We need to understand climate phenomena at regional scales for two reasons: To be able to inform society about how climate change is going to impact them directly; but also to be able to inform how those climate-change impacts are going to be distributed. People need to know the details of that so that they could design their adaptation strategies.
I started looking at regional models during the period of my PhD work. And my PhD topic was about how deforestation in the Amazon could impact the regional climate of the Amazon itself. And so that was the first time in which I built a model of the regional climate around the Amazon, because you are not focusing on the global scale, you focus on a regional scale. You can always have more detailed representation of the processes, more detailed representations of things like topography and coastlines and land cover. All are elements that are important in shaping the regional climate. And because of the high resolution, you could then connect directly to where people live. You could describe, for example, in a state like Massachusetts, where I live, how conditions could be different in the eastern side of the state versus the western side of the state.
STROGATZ: Oh, really? That fine scale?
ELTAHIR: Yeah. We could go down now to models that have resolution of about 10 to 20 kilometers, while the typical, global climate model would have resolution in the order of a hundred kilometers. The downside to that is you always need to have information to constrain the models at the boundaries. That’s the price you pay. And we could give that information to constrain the boundaries, either from archived observations, or we could get it from simulations that are performed with global climate models.
The way I like to think about the regional climate model is like a numerical laboratory, that is set up for a certain region, to study climate processes at that scale. And it allows to incorporate knowledge about details of the hydrology, or the agriculture, or the weather systems, that have been gained and accumulated through time. We integrate that in our climate studies of that specific region.
STROGATZ: So, let me just flesh out a few examples. You’ve already touched on some. You mentioned Eastern and Western Massachusetts. You mentioned the Amazon, that would be a much bigger region. There’s the Nile River Basin. Would that be considered a region?
ELTAHIR: Yes. We run our model on the sources of Nile, which is like the Ethiopian Highlands, the Ethiopian Plateau. The topography of that region is an important factor in generating the rainfall over the sources of Nile. And if you try to simulate the formation of rainfall over the sources of the Nile, using a global climate model, the resolution of the model would not be sufficient to represent the details of the topography that exist in reality. And so that’s the kind of process that we try to incorporate and successfully do when we use regional climate models.
STROGATZ: I would like to ask one technical thing, being a mathematician and a modeler myself. For people who aren’t used to what these models look like, can you just tell us, in a little more detail, like, are you solving systems of coupled partial and ordinary differential equations for motion of air, for humidity, for temperature? I mean, what is it that you’re actually doing? Is it all in the computer? Is there some other way, in an analog of a wind tunnel or something? I mean, how do you do your studies?
ELTAHIR: So, climate models are numerical models. They are numerical solutions of a set of partial differential equations — coupled partial differential equations. The way I describe them to my students is, you could think of seven principles described with seven equations in seven variables. And the principles are conservation of water mass, air mass, conservation of energy, conservation of momentum in three directions, and the state equation for air, the ideal gas law. So those are seven principles. You describe them with seven equations. And you solve for seven variables, which are pressure, temperature, humidity, density and wind in three directions. So, you have seven equations, seven variables. You solve them on a sphere for the atmosphere. You solve a similar set of equations for the ocean, you couple them.
When you come then to describe impacts on things like disease and agriculture and others, you have to develop other models that are tailored to describe those phenomena in accurate ways. Always you develop the models and you test them against the past climate. So, we have a lot of data for the last number of years — at least 30 or more years — and we test the models against those, we calibrate them for those conditions that have been observed before we use them to project the future. And this process is an ongoing process, we are always coming up — not just my group —but globally scientists are coming up with better models. They are better representations improving on their accuracy, and they’re reducing the uncertainty. And that’s an ongoing process that happened in the past and will continue to happen in the future.
An outdoor day is defined as a day like we have today in Boston… It is a nice day for a daily walk.
STROGATZ: I expect that you wouldn’t just run one model at a time. You must have an ensemble because of parameter uncertainties, is that right?
ELTAHIR: Absolutely. There are like 40 centers around the world that are running models all the time. Each center has several models and each model is run different simulations. So, an ensemble of realizations for the same phenomena. It’s a very sophisticated modeling system that has been developed through the work of hundreds and thousands of scientists. It’s a very interesting and very exciting experiment and experience that have been performed by the climate modeling community for all these years — rooted in mathematics, in good mathematics and good physics.
[Music plays]
LEVIN: Well, I have a lot of questions. I mean, seven parameters actually doesn’t sound like a lot.
STROGATZ: In saying seven, these are fields, right? It’s a velocity field, and a humidity field, and a temperature field across the whole sphere. So space is in there and time. These are spatiotemporal fields, seven coupled partial differential equations, all in space and time. So, you can look at the global scale — you often hear about global climate change. But one of the really special things about Elfatih is he looks at a scale that is very regional and sometimes even local.  Like, you know, what’s the weather in Manhattan, or what’s the climate over Massachusetts or in Sudan or the Nile? And that’s a really interesting math problem as well as important climate problem.
LEVIN: Yeah, I was intrigued that he was saying, look, of course our models get ever better, and there are all of these centers, we have lots of different ways of modeling to try to have some kind of resonance and way of improving those results. But it’s still such a tricky problem. It’s just so complex. And you study chaos, so you know how delicate this is.
STROGATZ: Yeah, that’s an interesting issue. He’s very aware of chaos theory, as everyone is who studies both weather and climate. But we’re going to hear more from Elfatih Eltahir about climate change. So, stick around and we’ll be right back.
[Music plays]
STROGATZ: Welcome back to The Joy of Why. We’re here with MIT professor Elfatih Eltahir, and we’re discussing climate models and the changing climate itself.
For people who haven’t had a chance to visit the Ethiopian Highlands, I being one of them, it sounds like a beautiful part of the world. It’s very green, it’s a plateau. Tell us a little about it.
ELTAHIR: As you describe it, Ethiopia versus the surrounding countries, which is Somalia and Sudan, Ethiopia is elevated. The temperature is significantly cooler. And the rainfall-producing mechanisms are much more efficient. If you think about it, fundamentally from the geophysics, the Nile water flow for all these thousands of years, is because of the existence of that geological formation. It had also a lot of implications later on in our studies to impact of climate change and variability on things like crop production, but also things like disease transmission, mainly vector-borne diseases like malaria and dengue and so on. Again, a topic that I found myself steered towards studying and putting time in, mainly driven by my own experiences when I was living in that part of the world.
STROGATZ: Well, you mentioned your own experience. Did you yourself ever suffer from malaria, or people in your family or friends?
ELTAHIR: Actually, I have a story. When I was a student in the University of Khartoum in Sudan, I experienced many incidents of being infected with the malaria parasite. And, I used to go, like, spend time in the university, and then by the weekend I would really catch malaria. I go home, my sister is a doctor, and I bring her the injections and she gives me the injections. So, the first thing after I got my tenure at MIT, I had a friend of mine who was a professor at Harvard School of Public Health, I said, “Oh, can we collaborate on this? We have a lot of good stuff with very sophisticated climate, hydrology modeling. Can we bring in that into the study of malaria?” He introduced me to a colleague of his and we started working together. We collaborated as a team of hydrologists, entomologists and medical scientists, and we were able to develop very sophisticated models of how climate variability and climate change impact malaria transmission in African villages.
And the thing about it is, it wasn’t just modeling work because we extended collaborations with Harvard, with Pasteur Institute. They have local institutions in Africa, in Niger, in particular, where we were able to collect a lot of very detailed data in the environment of villages in Niger on things like rainfall and temperature, but also on mosquitoes, their numbers, different species of mosquitoes. But also data on prevalence of the parasite in the blood of children and so on. It’s a very detailed model, I think one of the most sophisticated models of disease transmission. When Covid hit society years ago, I wish then that we had a model of the transmission of influenza or these viral diseases of the same level of sophistication.
When we think of climate, the world is not flat… there are ethical issues, issues of justice, that society will have to deal with.
What we discovered is actually very, very interesting, too, is a lot of the climate studies will come with this, like, very negative projections. What we learned is that in Niger, climate change is not likely to worsen the situation. The situation is not good, but climate change is not going to make it worse. Which later on was not the case when we looked at the Ethiopian Highlands. As the climate warms up, that opens the Ethiopian Highlands for malaria, subjecting a population that has very little immunity to this disease.
STROGATZ: Is the work on the Nile and malaria a kind of case study in what the rest of the world can be expecting as far as impacts of climate change on disease transmission, on some social factors, or whatever?
ELTAHIR: That’s an interesting question. So, after I did my study on malaria for years, I had the opportunity to do research in Singapore. I shared with them that, you know, we have done this work on malaria in Africa, and it may have some relevance to a disease that’s really a big problem in Singapore, which is dengue. They were a little bit skeptical initially. But we finally, actually, made significant progress in understanding the environmental side of how dengue is transmitted in Singapore. Singapore is a country with a very efficient public health system— very well-funded, very well managed—but they’re having a problem with dengue. They have houses that have been visited by the public health specialist, and they found evidence for the breeding of the Aedes mosquito, the mosquito that transmits dengue. In the case of the malaria, it’s the Anopheles mosquito, which is a different species. So, a graduate student of mine made a discovery that when the Singaporean authorities went very strongly against the Aedes mosquitoes breeding inside homes, the mosquitoes were smart enough to find the niche where they would breed outside the homes, in small drains. And that’s why their management of the problem had not been as efficient as it could have been otherwise.
After a few years studying dengue in Singapore, I came to the US and I was approached by the Department of Public Health in the state of Massachusetts, because they have concerns about the mosquito that transmit dengue creeping into the state of Massachusetts. And my main advice to them was, the time to go after Dengue is not when dengue flourishes and becomes a full-blown disease. When these mosquitoes are struggling to establish themselves, that’s the time you go after them vigorously so that you eliminate them. What we learn about dengue in Singapore could help us develop strategies.
Another aspect I could talk about is the regional climate of the American Midwest. If you look at the Midwestern US and you look at the summer climate, you don’t see warming of temperature, as happened around the world, but you see actually cooling. And we attribute that to the changes in land use and land cover, the development of agriculture, more intensive agriculture, development of irrigation that happened during the 20th century, and increasing the rates of evaporation, a cooling process. Evaporative cooling is very efficient, and so, as a result, we develop better understanding of the regional climate of the Central United States — an understanding that should help us interpret the trends of global warming that are happening around the world.
STROGATZ: Well, those are great examples, and I think you’re making the case, pretty clearly, that the lessons we learned from studying places like the Nile or Singapore are very relevant to things that may be happening closer to the US. Taking that as now established, let me just ask a little bit about some social factors, as revealed in some of your studies, things like population growth, increasing agricultural needs? Do you want to talk about some of that?
ELTAHIR: Yeah, that’s actually an important topic, I think. In a recent book, I coined a term describing an equation, I call it “The Equation of the Future of Africa.” It’s a simple, actually, mathematical equation, which says the future economic growth is function of climate change plus technology adoption minus population growth. And I mean by technology here things like fertilizers and better seeds and so on. So that’s how we use water. And so those, I think, determine the future of Africa. It’s how do we manage trends in climate, trends in technology adoption and trends in population.
I am a believer that population growth — uncontrolled population growth — is the number one threat of the future of the African continent. In Africa, the projections are roughly that the population of the continent, which is about a billion, is going to double by 2050. I’m not a demographer, but one thing I learned looking into the literature is that demographic models are much more accurate than climate models, because of the concept which we call the population momentum. So, when you do analysis on water, on, like, agriculture, on many factors, you find that the impact of the growth in population is significantly larger than the impact due to climate change or any other process.
STROGATZ: Right, there’s a lot of spinoff effects of having large populations growing quickly.
ELTAHIR: Exactly. But also, think from the perspective of the African population, it’s even more alarming the kind of suffering and the kind of disruptions and wars and famines that the existing populations will have to go through in absence of better management of these trends. Climate is changing and population is changing rapidly. So, I think that framework, I describe where we have to control and manage those trends in addition to, of course, the role of technology.
The role of technology, I didn’t say much about it. It’s mainly agriculture technology, and mainly technology that have proven elsewhere, like use of fertilizers, for example. I’m a strong supporter for the expansion of the use of fertilizers in agriculture in Africa. A lot of people look at fertilizer as a bad word, as like negative to the environment. It is a contributor to climate change, to water pollution in other regions of the world. Africans have been using significantly less fertilizer than the rest of the world to the detriment of the productivity of agriculture.
In addition to having a growth in population, that’s expanding rapidly, the African farmers have been working very hard, producing very little, because technological advancements that have been developed and applied and used in Europe, in North America, in China and India, they did not find their way to really help the African farmer produce more efficiently. That technology is a proven way to improve productivity, and hopefully, that improved productivity taken with control of population, with management of the climate, could open a better future for the African continent.
The uncertainty we have goes both ways. The models may be over-predicting, but the models could be also under-predicting what’s going to happen.
STROGATZ: This question about, uh, differential use of fertilizers in the different parts of the world raises a kind of ethical question, on a slightly different point, that so much of the pain of climate change is being borne in Africa, even though they did not contribute very much to causing climate change.
ELTAHIR: Yeah. When I think of the issue of climate, I think of three dimensions. There is where the emissions are coming from. Emissions, they did not come uniformly from around the world. In terms of impacts, the impacts are not impacting the world uniformly. And then the last thing is the ability of different communities around the world to adapt to climate change is not uniform too. There are societies in North America, in Europe, in Asia, that have the capacity to adapt to climate change. They have the institutions that could plan strategies to adapt to climate change. And there are resources. That does not exist uniformly around the world. And so, when I look at Africa, they did not contribute to the problem in the first place. The impacts on, of climate change on Africans are very severe. Not uniformly. Like, I gave the example of how malaria in Niger is not going to get worse. And then the capacity to adapt is not there.
One recent concept that we developed in my group is the concept that we call “outdoor days.” An outdoor day is defined as a day like we have today in Boston, like the maximum degree today is 18 degrees centigrade. And following this conversation with you, I am eager to go out and go for my daily walk. It is a nice day for a daily walk. This is what I call an outdoor day. And this is how we humans interact with the climate system. It’s a resource. It is like when we have a nice day, we go out, we enjoy it. Our standard of living would be higher when we do that. Our culture would be richer when we are able to do that. And what we discovered in that is study, unfortunately, that the impact of climate change on outdoor days is not uniform around the world. Countries in the tropics, mainly in Africa, and also some in South America and Asia, are going to suffer a reduction in outdoor days. Where we live here, where I live in Massachusetts, we are going to have more outdoor days in the spring and in the fall, maybe some in winter, and less outdoor days in the summer. In total, we get the same total back again, very small difference.
But you go to places like in Bangladesh or Sudan or like Nigeria, and you see dramatic reduction in the number of outdoor days. That, I think, is a serious negative impact of climate change, and it’s going to have implications. Cultures are going to be impacted and ways of living are going to be impacted and standards of living are going to decline. The important lesson is that, when we think of climate, the world is not flat. It has its, like, ups and downs. And so exactly what you were saying earlier, there are ethical issues, there are issues of justice, and so on, that are deep, that society will have to deal with. I think our role in science is not really take sides in that sorting of different groups in society, but informing all of that, because we provide numbers and quantifications of impacts that are neutral but inform society to have the right dialogue about these important issues.
STROGATZ: I really appreciate your mentioning this concept of outdoor days. As someone who cares a lot about science communication myself, I think you’ve really done something extremely important with this new concept. Because so often the discussion about climate change, where we talk about global temperature going up by a certain date or something like that, or even the Antarctic ice — it’s not that they’re abstract, but it’s a little bit hard to relate to them.
Whereas when you say, I’m not going to be able to go gardening as often, or to ride my bike or play with my kids outside, people will really feel that. Or, in regions like say the Pacific Northwest, they may actually benefit in terms of number of nice outdoor days. As you say, the world is not flat. Some parts of the world will experience climate change as a net positive for them in terms of outdoor days, but still. Anyway, the main point was I think you’ve really made it very down to earth for people to understand what some of these effects will be.
ELTAHIR: I appreciate your comment about that. I really think it’s a significant ingredient to educate people about how climate change is going to impact them directly. One thing that we also did there, we developed a way — we have it on our website —so that the individual reader could participate in the analysis by selecting what do they regard as an outdoor day. What range of temperatures do you like to have? And then we dig into the models, and then we tell you this is how that outdoor day numbers are going to change for you. I like that because it really brings the user into the analysis. Usually we tell the public this is how things are going to change and you should care about them. Now they’re going to tell us, this is what we care about. And then we tell them, this is then how it’s going to change if that’s what you care about.
You know, one thing I want to say about climate change, which is we all know that there are lots of uncertainties about the projections of how the future is going to look like. There are uncertainties about that. And when people tell us, oh, our models are not accurate — yes, our models are not accurate because the history of science will not stop today. They’re going to be people who are going to develop better models. They’re going to have better studies. I mean, the future is open for the young generation of scientists to come in and become better than us with better studies and better, more accurate projections.
However, I tell people the uncertainty we have goes both ways. The models may be over-predicting, but the models could be also under-predicting what’s going to happen. And, if anything, the more like we go through summer after summer and we see the news, I’m inclined to think the latter. But the idea is not to dictate the debate, but to inform it. So that when people take positions about climate change and like, you know, is it real? Is it not real? Should we invest in mitigating it, or not? They make those decisions and those discussions based on facts and the best of science rather than anything else.
STROGATZ: Mmm. Well, let’s close then with this question. You’ve talked about people making their own decisions based on having information. Would you say that’s one of the main things that is motivating you to do the work you’re doing, to help the public here and in other parts of the world? Or is there something else? Like, what is it that motivates you to do the work that you’re doing?
ELTAHIR: I think two things. Informing society about how these changes that are happening, how they’re going to impact things that they care about — water availability, extreme weather, diseases — those are things that people care about. How are they going to change in their own communities? Not just like a global picture. That’s why we use the regional models. That’s one factor.
The other, increasingly, is to help inform adaptation to climate change. That also needs to be built based on facts. And very briefly, this is my most recent engagements now. I am directing two programs — one in Morocco and one in Bangladesh. The one in Morocco is about water availability, coming up with solutions on how people could adapt to less water in the future. Climate projections are that, not only Morocco, the whole area around the Mediterranean, it is going to have less water in the future because of climate change. So, we are working on adaptation there.
I am a believer that population growth — uncontrolled population growth — is the number one threat of the future of the African continent.
And then there is this project we have in southwest Bangladesh, where they did not contribute to the problem in the first place, they are going to be impact severely because heat waves are going to be lethal, cyclones are going to be lethal, and they don’t have the capacity to adapt to those changes. And so we have a program there with collaboration, with local collaborators, to try and empower the local population with information and work with them to develop solution that would help them adapt to that future climate. So that’s the second part. One is inform mitigation. The other is inform adaptation.
STROGATZ: Well, Elfatih, this has been extremely informative. You have come a long way since growing up a few hundred meters from the Nile. Thank you so much for sharing all your expertise with us.
ELTAHIR: Thank you very much. I really enjoyed talking with you, and I wish you all the best.
STROGATZ: Well, thank you very much for joining us on The Joy of Why.
[Music plays]
LEVIN: Hmm, in these projections for the future, sometimes you can feel helpless. What are we going to do? Nothing can be done. It’s all too late. But then he said something very interesting about adaptation. I mean, is he suggesting we’re going to survive, but we’re going to have to adapt?
STROGATZ: I mean, I don’t think it’s some kind of either-or choice. I imagine that he would like us to be talking about what we could do to improve the current situation, but given the track record, yeah, I think we want to be on all fronts here. And that’s what he’s suggesting, yes.
LEVIN: Mmm-hmm. Now, I like hearing about the climate science. It’s such a social and politically charged conversation that I’m just curious how a person handles that in their scientific work.
STROGATZ: You know, we all need to be better informed about the science, and it is all too easy to just start lapsing into despair or talk about the political dimensions of it. I feel very strongly about the science communication part. There’s a psychological dimension. If we’re going to make any progress on either adaptation or mitigation or actually improving things, how are you going to get through to people? And people have tried many things, you know. But this idea of outdoor days, maybe that’s a good way of piercing the bubble. I don’t know.
LEVIN: Hmm. Well, yeah, asking people what they care about.
STROGATZ: Yeah. Right. Letting people say, not just top-down, but get the people themselves.
LEVIN: Tell us what you care about, and we’ll tell you.
STROGATZ: Right. You tell us your values will tell you what’s likely to happen. Also, very humble and realistic for him to say, of course, the models are inaccurate. That’s the beginning of science, right? The next generation will improve it. That’s always the case.
LEVIN: Mmm-hmm.
STROGATZ: There’s just a lot to think about, and maybe a lot to act on. It’s, uh, sobering, and yet exciting. I mean, there are a lot of opportunities to work in a very important area and really scientifically challenging area.
LEVIN: Yeah.
STROGATZ: All right, Janna, pleasure to be with you as always.
LEVIN: Pleasure. Hopefully we’ll be able to hang out outside soon.
STROGATZ: Yes, let’s have some outdoor days together.
[Music plays]
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 An attack on a fundamental proof technique reveals a glaring security issue for blockchains and other digital encryption schemes. 


Wei-An Jin/Quanta Magazine
Introduction


Randomness is a source of power. From the coin toss that decides which team gets the ball to the random keys that secure online interactions, randomness lets us make choices that are fair and impossible to predict.
But in many computing applications, suitable randomness can be hard to generate. So instead, programmers often rely on things called hash functions, which swirl data around and extract some small portion in a way that looks random. For decades, many computer scientists have presumed that for practical purposes, the outputs of good hash functions are generally indistinguishable from genuine randomness — an assumption they call the random oracle model.
“It’s hard to find today a cryptographic application… whose security analysis does not use this methodology,” said Ran Canetti of Boston University.
Now, a new paper has shaken that bedrock assumption. It demonstrates a method for tricking a commercially available proof system into certifying false statements, even though the system is demonstrably secure if you accept the random oracle model. Proof systems related to this one are essential for the blockchains that record cryptocurrency transactions, where they are used to certify computations performed by outside servers.
There’s “a lot of money relying on this stuff,” said Eylon Yogev of Bar-Ilan University in Israel. For blockchain proof protocols, “there’s a huge motivation for attackers to break the security of the system.”
In the new paper — by Dmitry Khovratovich of the Ethereum Foundation, Ron Rothblum of the zero-knowledge proof technology company Succinct and the Technion in Haifa, Israel, and Lev Soukhanov of the blockchain-focused start-up [[alloc] init] — the researchers are able to prove lies no matter which hash function is used to generate the “randomness” the proof system relies upon.
When Yogev heard about the team’s result, he said, “I had the feeling that someone is pulling the carpet from under my feet.” He and others have been working to patch up these vulnerabilities. But “it’s far from being a solved issue,” he said.
More broadly, the new result is forcing a reckoning about the random oracle model. “This is a time to rethink,” Canetti said.
A Mathematical Blender
A host of different computing applications — from cryptocurrencies to cloud computing — involve convincing a bunch of strangers on the internet that you’ve performed a computation correctly. The new paper shows how to hijack a fundamental technique that enables people to certify such computations. The technique, called the Fiat-Shamir transformation, is useful not just in blockchains and cloud computing but also in many other cryptographic applications, such as the key exchanges that safeguard web transactions and encrypt text messages. It’s so ubiquitous that it has become a verb, as in “Let’s Fiat-Shamir this.”


Ron Rothblum, together with Dmitry Khovratovich and Lev Soukhanov, have upended the prevailing thinking on a fundamental proof technique.
Courtesy of Ron Rothblum
The Fiat-Shamir transformation is used in settings where you can verify a computation by inspecting it in random spots. For instance, if a professor has assigned 100 problems for homework but doesn’t want to grade a student’s entire assignment, she can randomly choose 10 problems to grade. In the language of computer scientists, she is making 10 “random challenges” to the student’s homework. If the answers to those 10 problems are correct, the professor can feel confident that most of the other answers are correct too. (There are ways to modify this setup if she wants to be convinced that the student got every single problem right, not just most of them.)
This particular scenario would probably play out on the professor’s desk. But since the Fiat-Shamir transformation is about convincing a bunch of distant strangers, let’s instead imagine that the student wants to prove the correctness of his homework not just to the professor, but to an entire auditorium full of people.
Imagine that the student starts by “turning in” his assignment by locking each of his answers in a separate box. Next, the professor picks 10 numbers out of a hat to determine her 10 random challenges. The student unlocks those 10 boxes, and the professor grades the contents. Since the student locked up his answers before knowing what the random challenges would be, the professor can feel confident that the problems she is grading are representative of his homework as a whole.
But people in the audience might question whether they’ve witnessed a legitimate process. For all they know, the student may have bribed the professor to put only certain numbers into the hat, instead of all the numbers from 1 to 100. Or maybe the professor failed to notice trapdoors in the locked boxes, and the student had an accomplice behind the scenes who was hastily solving problems and slipping the solutions into the right boxes before they got opened.
You might suppose that to be truly convinced, each audience member would have to carry out their own interaction with the student. But computer scientists have figured out how the student can satisfy the audience members’ concerns using hash functions.
A hash function is like a mathematical blender — it swirls a bunch of data around according to some chosen set of operations, then outputs a small portion of the resulting smoothie. For cryptographic purposes, a hash function has two attractive properties. First, it outputs random-seeming gibberish with no apparent correlation to the input that produced it. And second, a hash function is easy to perform, but hard to reverse. If someone shows you an output, it’s virtually impossible to find an input that would have produced it.
Many programmers assumed that no real-world protocol could be susceptible to such an attack.
In the homework example, the student can reassure the audience that the boxes don’t have trapdoors by “locking” the boxes with a hash function instead of a physical key. To do so, the student hashes each of his 100 answers and posts the result of each hash on the lid of the appropriate box. Computer scientists call these posts the student’s “commitment.” Now if an accomplice tries to change the contents of the box after the fact, the altered contents will not agree with the commitment — something audience members can easily check for themselves.
In 1986, Amos Fiat and Adi Shamir proposed a way to use hash functions to address the audience’s other concern: that the student might have bribed the professor to pick certain boxes. In the Fiat-Shamir protocol, instead of picking numbers out of a hat, the professor uses the hash function to generate the random challenges. She starts by throwing the student’s commitment back into the blender to get new gibberish. Then she uses some previously agreed-upon formula to convert that gibberish into a number from 1 to 100. This number dictates which box she opens first. She then repeats the process: She throws both the commitment and the answer from that first box into the blender to choose the second box to open, and so on.
This approach accomplishes something remarkable: It eliminates the need for the back-and-forth between the student and the professor (or any audience member). The student can use the hash function to generate the random challenges himself. Anyone in the audience can satisfy themselves that the student did this correctly.
By turning interactive proofs into noninteractive ones, the Fiat-Shamir transformation enabled computers to generate proofs that anyone could inspect at any time, without needing to interact with the prover. Soon, it was being used everywhere. But was it secure, or could an attacker somehow use it to convince people of a false statement?
Proving Lies
In 1996, David Pointcheval and Jacques Stern proved that Fiat-Shamir is secure in the random oracle model — that is, if you assume that the hash function is an idealized source of pure randomness. But real hash functions are not truly random. Researchers worried that a clever attacker might be able to break Fiat-Shamir by exploiting the details of what a particular hash function was doing.


When Eylon Yogev heard about the new paper, he said, “I had the feeling that someone is pulling the carpet from under my feet.”
Courtesy of Eylon Yogev
In the early 2000s, computer scientists showed how to do just that, contriving interactive proof
protocols that were specifically designed to fail when they underwent Fiat-Shamir. But “nobody in their right mind would design a protocol this way,” Canetti said. Many programmers assumed that no real-world protocol could be susceptible to such an attack, and they continued to integrate the Fiat-Shamir transformation into the foundations of how people exchange information over the internet. It was “a leap of faith,” Canetti said.
Some computer scientists had serious reservations about this leap of faith. Ron Rothblum, for one, had long been trying to attack some real-world protocol. Then one day last October, he received a surprising email from a blockchain organization called the Ethereum Foundation, which hosts a widely used cryptocurrency called ether.
The blockchains that underlie cryptocurrencies have an unfortunate but inescapable feature: They run incredibly slowly. To handle heavy traffic from financial transactions, a blockchain must offload most computations to outside computers. It can’t assume that those computers are trustworthy, so it requires them to provide Fiat-Shamir proofs that their computations are valid. If someone could use Fiat-Shamir to “prove” a false statement such as “Person A sent Person B a million dollars,” the whole system would come crashing down.
It’s a fantastic result. There’s definitely broad agreement about that.
Justin Thaler
Since so much rides on these proofs, the Ethereum Foundation decided to test their security by offering a bounty to anyone who could attack Fiat-Shamir for any proof protocol of their choice, using a popular hash function called Poseidon. Before announcing the bounty, the foundation invited Rothblum to review a draft of its announcement.
Rothblum’s reaction was that the foundation had phrased things too loosely. After all, cryptographers have known for decades about contrived proof protocols that are vulnerable to attack, no matter which hash function you use. When he shared his thoughts with Ethereum’s cryptographers, he was startled to learn that they were unfamiliar with this work. Rothblum began collaborating with Khovratovich and Soukhanov (who worked at Ethereum at the time) to explore more deeply.
Soukhanov had the idea to target a Fiat-Shamir proof system based on something called the GKR protocol, co-developed by Rothblum’s brother Guy Rothblum — the “R” in “GKR.” This is a protocol for proving that a computer program produces a certain output when given a secret input that only the prover knows. For example, if you had a homework grading program, a student could use this protocol to prove the statement “I have a set of homework answers that, when I input them into the grading program, make the program produce the output ‘correct.’” As long as the grading program is one that you approve of, you can then feel confident that the student did the homework correctly.
To verify such a claim, the GKR protocol (as it’s used today) starts by hashing the program itself to form the commitment. That way, the person making the claim can’t surreptitiously switch to a different program later on. Next, the protocol does further hashes to come up with random challenges — steps in the program’s execution that the protocol inspects.
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But as the researchers showed, this protocol has an Achilles’ heel.
They were able to come up with a malicious program that, if presented with its own hash as the secret input, could compute the random challenges and then arrange its internal workings so the spots being challenged would pass inspection. The verifier would see no reason to doubt that the program really did output what the prover claimed, even though it did not.
What’s more, the researchers showed how to embed this malicious program in any task. For example, if you want to falsely prove that you possess correct answers to a homework assignment, you can replace the homework-grading program with a new one that contains the malicious program. The new program is still a valid grading program — it produces exactly the same grades as the original grading program. But you can nevertheless feed this program a set of incorrect homework answers and then use the GKR protocol to convince people that the program outputted “correct” when it really outputted “incorrect.”
“It’s a fantastic result,” said Justin Thaler of Georgetown University and the venture capital firm Andreessen Horowitz. “There’s definitely broad agreement about that.”
A Leaking Boat
A company called Polyhedra offers a version of the proof system that the researchers attacked under the name Expander. When the researchers were getting ready to post their paper online in late January, they notified Polyhedra. The researchers had suggested a modification to Fiat-Shamir to mitigate the attack in their paper, and Polyhedra quickly used it to put out a patch.


Gal Arnon has been working with Eylon Yogev to come up a way to defend against the new attack.
The Simons Institute for the Theory of Computing
A month later, Yogev and Gal Arnon, a researcher at the Simons Institute for the Theory of Computing, came up with another way to modify Fiat-Shamir to defend against the new attack. Both of these modifications used the fact that the malicious program must contain the code for the hash function so it can compute the challenges. The modified versions of Fiat-Shamir require that the program being checked be less complex than the hash, so that they cannot include the malicious program. “That’s allowed us to break the cycle,” Yogev said.
But not all applications may be amenable to such a requirement. What’s more, even if some applications switch to a modified version of Fiat-Shamir, “the fact that the current attack doesn’t work doesn’t mean that there isn’t another attack,” Rothblum said. This “leaves us very unhappy as cryptographers.”
In the near term, Thaler is more worried about potential bugs in Fiat-Shamir implementations than about the new attack. Programs containing the malicious one are unlikely to be chosen for real-world applications, he said, since other programs would likely be more efficient.
Nevertheless, he said, if researchers don’t achieve some sort of clarity about how dangerous the new attack is, “I won’t sleep well at night.”
Other researchers are even more concerned. It’s common, Canetti noted, for programmers to modify computer code to make it work on different operating systems. Complex code can be difficult to audit, so an attacker might be able to slip in the malicious code undetected. “I think it’s probably a pretty serious attack,” he said.
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Yogev agrees. “Once you’ve found a hole, then you know the boat is leaking and it’s going to sink soon,” he said. “I don’t think their attack was very limited — I believe it could be easily used to actually steal money.”
Even if that outcome doesn’t come to pass, the attack has shaken cryptographers’ confidence in the Fiat-Shamir protocol, and the random oracle model more generally. “Maybe it’s time to rethink and revise many other things we think we’ve proven,” Canetti said. When you take a leap of faith, you never know where you’re going to land.
Editor’s note: Gal Arnon’s research is supported by the Simons Foundation.
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 After just a few months of work, a complete newcomer to the world of sphere packing has solved one of its biggest open problems. 
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Introduction


In math, the search for optimal patterns never ends. The sphere-packing problem — which asks how to cram balls into a (high-dimensional) box as efficiently as possible — is no exception. It has enticed mathematicians for centuries and has important applications in cryptography, long-distance communication and more.
It’s deceptively difficult. In the early 17th century, the physicist Johannes Kepler showed that by stacking three-dimensional spheres the way you would oranges in a grocery store, you can fill about 74% of space. He conjectured that this was the best possible arrangement. But it would take mathematicians nearly 400 years to prove it.
In higher dimensions, mathematicians still don’t know the answer. (With the strange exceptions of dimensions 8 and 24.) Over the years, they’ve come up with better packings. But these improvements have been small and relatively rare.
Now, in a short manuscript posted online in April, the mathematician Boaz Klartag has bested these previous records by a significant margin. Some researchers even believe his result might be close to optimal.
A newcomer to this area of study, Klartag achieved his packing method — which works in all arbitrarily high dimensions — by resuscitating an old technique that experts had abandoned decades earlier. The work taps into several long-running debates about the nature of optimal packings in high dimensions. Should they be ordered or disordered? And how snug can they possibly get?
“This is really an amazing breakthrough,” said Gil Kalai, a mathematician at the Hebrew University of Jerusalem. “It’s something that’s excited mathematicians for nearly 100 years.”
Twin Pictures
In 1905, the mathematician Hermann Minkowski established an intuitive way to think about packed spheres. Start with a repeating arrangement of points in space, called a lattice. Then draw a sphere around each point. In this way, the problem of finding an optimal sphere packing in a given dimension actually becomes a problem about finding a lattice whose points are arranged as efficiently as possible. In two dimensions, for instance, the optimal lattice is “hexagonal,” and yields a packing that looks like this:




Mark Belan/Quanta Magazine
But in 1947, a mathematician named Claude Ambrose Rogers offered a different perspective. Start with any lattice, he said — even a suboptimal one. Rather than draw a sphere around each point, draw an oblong shape called an ellipsoid around one point, so that its surface touches but doesn’t extend past other points in the lattice.
Rogers came up with an algorithm that used this ellipsoid as a starting point to then construct a dense sphere packing. Here’s how it worked:




The advantage of Rogers’ method was that you didn’t have to start with a particularly efficient lattice to get an efficient sphere packing. You just had to choose the right ellipsoid. But this introduced a new complication. Unlike a sphere, which is completely defined by a single number — its radius — an ellipsoid is defined by several axes of different lengths. The higher the dimension, the greater the number of directions you can stretch your ellipsoid in, and the more options you have for what your starting ellipsoid will look like.
“In higher dimensions, you have no idea how to grow it. You have too much freedom,” Klartag said.
Mathematicians ultimately returned to Minkowski’s approach, choosing to focus on finding the right lattices. They became more specialized in lattice theory and moved away from Rogers’ focus on geometry.
This strategy led to improvements in high-dimensional sphere packing. But for the most part, they only improved on Rogers’ packing by a relatively small margin. Mathematicians still hoped for a bigger leap.
For decades, they didn’t get it. It would take an outsider to end the stagnation.
An Outside Perspective
Klartag, a mathematician at the Weizmann Institute of Science, was always intrigued by lattices and sphere packing. He just never had the time to learn much about them. He works in geometry, not lattice theory, and he usually studies convex shapes — shapes that don’t jut inward. These shapes involve all sorts of symmetries, particularly in high dimensions. Klartag is convinced that this makes them extremely powerful: Convex shapes, he argues, are underappreciated mathematical tools.


Boaz Klartag long suspected that methods from the field of convex geometry could be useful for sphere-packing problems. He just never had the time to test out his hunch — until now.
Ohad Herches
Then last November, after completing a major project in his usual area of study, he noticed his calendar was uncharacteristically clear. “I thought, I’m 47 years old, all my life I wanted to study lattices, if I don’t do it now then it’s never going to happen,” he said. He asked a friend, Barak Weiss of Tel Aviv University, to mentor him in this new endeavor.
Weiss started a small seminar with Klartag and a handful of others to study the literature. Klartag’s homework included a close reading of Minkowski’s and Rogers’ sphere-packing recipes.
When he read Rogers’ trick for turning an ellipsoid into a sphere packing, he wondered why mathematicians had given up on the method. Ellipsoids are convex shapes, so Klartag knew lots of sophisticated ways to manipulate them. He also realized that the starting ellipsoids that Rogers had used were intuitive but inefficient. All he needed to do was construct a better ellipsoid — one that encompassed more space before its boundary hit other points in the lattice — and he could set a new packing record.
I thought, I’m 47 years old, all my life I wanted to study lattices, if I don’t do it now then it’s never going to happen.
Boaz Klartag
He started with a method he knew well for growing and shrinking the boundary of an ellipsoid along each of its axes according to a random process. Whenever the boundary expanded enough to touch a new point in the lattice, he froze the ellipsoid’s growth in that direction. This ensured that the point would never fall inside the ellipsoid. But the shape continued to inflate in every other direction, until it ran into another point. In this way, the ellipsoid would change shape in jerky, hesitating motions, gradually exploring the space around it. Eventually, the boundary would hit enough points to prevent the ellipsoid from growing further.
Over time, on average, the technique led the ellipsoid to increase in volume. But did it increase enough to surpass Rogers’ intuitive ellipsoid?
Because Klartag’s process was random, it produced a different ellipsoid every time he implemented it. He evaluated the range of possible volumes these ellipsoids might have. If he could find an ellipsoid that was larger in volume than the one Rogers had used decades earlier, he could then use Rogers’ original method to turn it into a tighter sphere packing.
But Klartag couldn’t find a single ellipsoid that was big enough. So he tweaked the details of his random growth process. After just a week or two, he was able to prove that, at least some of the time, this process would yield ellipsoids that were large enough to set a new record.
He immediately informed Weiss of his result. “Let’s meet next week and I’ll tell you what my mistake was,” Klartag told his mentor. But by then, Klartag had only grown more confident in his proof.
Closing In on the Truth
The proof checked out. Klartag’s new starting ellipsoid, when turned into a sphere packing, gave the most substantial improvement in packing efficiency since Rogers’ 1947 paper. For a given dimension d, Klartag can pack d times the number of spheres that most previous results could manage. That is, in 100-dimensional space, his method packs roughly 100 times as many spheres; in a million-dimensional space, it packs roughly 1 million times as many.
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Klartag had broken open a central problem in the world of lattices and sphere packing after just a few months of study and a few weeks of proof writing. “It feels almost unfair,” he said. But that’s often how mathematics works: Sometimes all a sticky problem needs is a few fresh ideas, and venturing outside one’s immediate field can be rewarding. Klartag’s familiarity with convex geometry, usually a separate area of study, turned out to be just what the problem required. “This idea was at the top of my mind because of my work,” he said. “It was obvious to me that this was something I could try.”
His result has also revived a debate in the field about the nature of the optimal packing in arbitrarily high dimensions. For a while, mathematicians considered highly symmetric, lattice-based packings to be the best way to arrange spheres as densely as possible. But in 2023, a team found a packing that didn’t rely neatly on a repeating lattice; before Klartag’s result, it was the record to beat. Some mathematicians saw it as evidence that more disorder was needed in the search for an optimal sphere packing.
Now Klartag’s work supports the notion that order and symmetry might be the way to go after all.
Moreover, there’s been debate about just how dense sphere packings can get. Some mathematicians think Klartag’s packing is just a hair away from optimal — practically as close as possible. Others think there’s still room for improvement. “I really have no idea what to believe at this point,” said Marcus Michelen, a mathematician at the University of Illinois, Chicago. “I think all realities are still on the table.”
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The answer matters for potential applications to cryptography and communications. And so Klartag’s result, while not immediately useful for those applications, has generated some tentative enthusiasm. “The problem is huge for engineers, and there’s been little progress,” said Or Ordentlich, an information theorist at the Hebrew University. “So this gets us excited.”
Klartag, for his part, hopes that his work will set off a return to the practices of Rogers’ time, when the fields of convex geometry and lattice theory were far more connected. “I think what we now understand about convex bodies should be useful for lattices, even beyond packing,” he said.
“My goal is to make these two fields less disconnected than they are now,” he added. “This was my plan, and I still want to pursue it.”
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